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Abstract. This investigate proposed a innovative Improved Hybrid PSO-GA (IHPG) algorithm
which it combined the advantages of the PSO algorithm and GA algorithm. The IHPG algorithm
uses the velocity and position update rules of the PSO algorithm and the GA algorithm in selection,
crossover and mutation thought. This study explores the quality monitoring experiment by three
existing neural network approaches to data fusion in wireless sensor module measurements. There
are ten sensors deployed in a sensing area, the digital conversion and weight adjustment of the col-
clected data need to be done. This experiment result can improve the accuracy of the estimated data
and reduce the randomness of computing by adjustment optimization of smoothing parameter. Ac-
cording to the experimental analysis, the IHPG is better than the single PSO and GA in comparison
the various neural network learning model.
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1. Introduction

Wireless Sensor Network (WSN) is a new complicated network full of a large number of
micro-nodes. Because wireless sensor nods are located in various complex environments,
their self-organizing and processing resources are limited and they present serious secu-
rity problems. Wireless sensor nods belong to complex systems; therefore it’s difficult
to use a unified model to describe the wireless sensor network nodes. Neural network
model can describe the complex systems. Experiments of this study adopts neural neural
network model to describe the wireless sensor nodes and then improve problems of data
distortion and data redundancy via Improved Hybrid PSO-GA (IHPG) algorithm based
on adjustment optimization of smoothing parameter. Wireless sensor network is a task-
oriented wireless network composed of numerous nods. It integrates many areas of tech-
nology, such as sensor technology, embedded computing technology, modern Internet,
wireless communication technology and distributed information processing technology,
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through various micro-sensors it carries out real-time monitoring on the target information, and through wireless communication network it sends information to remote users (Yong Fang, 2000). This technology has very promising applications in many fields, including military defense, industrial and agricultural control, urban management, biomedical field, environmental monitoring, disaster relief, remote control of dangerous areas, and presents research values and practical values.

In addition, compared with the wired communication, in terms of reliability, security and scalability, wireless communication technology presents advantages. Based on the above considerations, it appears that wireless data acquisition system should be built (Zurada, 1992). Existing wireless data acquisition systems often use a single wireless transmission mode, thus they present some weak points such as poor stability and lack of accuracy of data acquisition. This study presents some experiments neural network model construction method for verifying the advantages of IHPG algorithm in this figure 1 system; wireless communication technology achieves the transmission of specific collected data, ultimately ensures that the system can flexibly and accurately fulfill wireless data acquisition and transmission, and ultimately improves the anti-jamming capability of this data acquisition system. There are rapid changes in environmental temperature on the ordinary industrial measurement and control site.

Most sensors have certain sensitivity to temperature, therefore the rapid changes of temperature will make the sensors’ zero point and sensitivity start to change, sensed data will vary with environmental temperature change, and then additional errors will occur. Therefore, temperature compensation has been a crucial element of the industrial measurement and control system. This study adopts wireless method to discuss the transmission data in sensor networks, and this method allows to flexibly collecting data from outdoors, but when the sensors collect data, there will be some problems that result in data distortion, such as power shortage, sensor’s aging and sensor’s location. The errors in collected data will affect the operation of the plant or cause workplace accidents. Therefore, if the status of plant equipment can be controlled clearly, the problems could be early identified and possible dangers could be avoided. This study adopts neuron to describe the network nodes in the wireless sensor network system, uses neuron mathematical model to represent wireless sensor network system, and applies neural network to data fusion in wireless sensor network, thus flexibly and accurately carries out wireless data acquisition and transmission with less redundant data as well as lower cost, and improves the anti-interference ability and efficiency of the data acquisition system. Finally, in the calculation of data fusion this study proposes IHPG algorithm to carries out analysis and discussion with examples of the actual simulations based on Artificial Neural Networks (ANN), Radial Basis Function (RBF) and General Regression Neural Network (GRNN) neural network integration algorithm.

2. Neural Network Approach to Data Fusion

In order to obtain complete information with more reliable decision and less uncertainty, it has become an important research topic to propose, among many studies, an informa-
Information fusion technology is used to integrate a large amount of measurement results obtained from multiple information sources. Many scholars have studied how to combine predictions coming from multiple classifiers to generate a single classifier with all the effects. In 1996, according to the statistics, Breiman concluded that single classifier presented an unstable nature (Bhattacharyya et al., 2001). This is because that the single classifier might present inferior classification performance in certain components of training data, thus it affects considerably the results of classification. Compared with a stable classifier, an unstable classifier is characterized by its small deviation but great variation. So it is expected that combining multiple classifiers could reduce the deviation and variation.

Wireless Sensor Network is a new complicated network full of a large number of micro-nodes. Because wireless sensor nodes are located in various complex environments, their self-organizing and processing resources are limited and they present serious security problems. Wireless sensor nodes belong to complex systems; therefore it’s difficult to use a unified model to describe the wireless sensor network nodes. Neural network model can describe the complex systems. This study adopts neural network model to describe the wireless sensor nodes and then improve problems of data distortion and data redundancy.

For some complex monitored objects, it often needs a greater number of sensors to capture various forms of monitored information in order to make more accurate judgments about the status of the monitored objects. The mine safety monitoring, for example, must be always detecting the information about gas, mineral dust, fire and flood. Therefore, it is necessary to design a reliable safety monitoring system in order to achieve to ensure security. Besides, compared with the wired communication, in terms of reliability, security and scalability, wireless communication technology presents advantages. Based on the above considerations, it appears that wireless data acquisition system should be built. Existing wireless data acquisition systems often use a single wireless transmission mode, thus they present some weak points such as poor stability and lack of accuracy of data acquisition. This study employed IHPG algorithm to general neural network model for information fusion in this WSN system; wireless communication technology achieves the transmission of specific collected data, ultimately ensures that the system can flexibly and accurately fulfill wireless data acquisition and transmission, and ultimately improves the anti-jamming capability of this data acquisition system. This investigate describes the data fusion model design based on smoothing parameter optimization technology via neural network model carries out simulation and evaluation of this model (Chair et al., 1986). According to the characteristics of specific applications, using neural network in WSN that presents some advantages: (1) data fusion point is infinitely close to the data source node will help maximize the performance of data fusion; (2) neural network algorithm can abstract the data well and draw the important features of data; (3) neural network algorithm provides a diversity that is well adapted to the needs of different applications.

Neural network approach can exhibit properties analogous to adaptive biological learning; it has good sensors signals transmission capabilities, and learning, information recall resistant to hardware or data fusion. It has the following advantages over the statistical approaches: distribution-free; and degree of belief in each data source is represented
by the weights of the network and determined by the training process. It is not necessary to estimate the reliability function during the fusion process. Bowman and Priebe and Marchette suggest that neural networks are superior to traditional cluster methods for identity fusion, especially when the input data are noisy and when data are missing. However, the theoretical basis of neural networks is still evolving, during the implementation of a neural network, the problem of local extremum, convergence speed of the training, and misclassification when the data dimensions increase still should be considered (Chuder et al., 1994).

3. The Structure and Operating Procedures of the System

Wireless sensor network usually consists of sensor nodes, sink nodes and management nodes. The hardware architecture of this study is shown in Fig. 1. A large number of sensor nodes are randomly deployed within or near the monitored region and they are able to form a self-organized network. The monitored data coming from the sensor nodes will be transferred along the other sensor nodes hop by hop. In the transmission process the monitored data may be handled by multiple nodes, through a multiple hops they will go to the sink nodes, and then finally through the Internet or satellite they will arrive in the management nodes. Through the management nodes the user carries out the configuration and management of the sensor network, launches monitoring tasks and collects monitored data. The sensor nodes are usually densely deployed in the monitored region. Any event that occurs in this monitored region might be monitored by multiple nodes, then these detected data will be transferred to the outside world, and that will result in an unnecessary waste of energy. The sensor nodes could be adjusted in order to make only some nodes keep working but the others stay dormant, and make all events that occur in the monitored region can be detected by the working nodes. The resting nodes are in a low-power state and are ready to wake up periodically so that if any active node fails to work due to an energy problem or other reasons, the resting nodes can replace any disabled node. Through a rotation of the work by the sensor nodes, we can reduce the energy consumption due to the event detections, communication conflicts, and transmissions of redundant data. That

![Fig. 1. The structure of the sensor network system.](image-url)
could effectively extend the lifetime of the system (Bowden et al., 2006; Dayhoff, 1990; Specht, 1991; Sung and Tsai et al., 2011a).

This data fusion system framework is shown in Fig. 2. Classification fusion technology is applied to real-time signal recognition from multiple sensors data in a wireless sensor network with a node-sink mobile network structure. These wireless sensors include temperature, humidity, ultraviolet and illumination in four variable measurements for a storehouse boundary fire detection warning system.

The target of sensor node scheduling algorithm is to make a smallest number of active nodes keep working, and have any event that occurs in the monitored region be detected by any active sensor node. It is possible that the initial sensor nodes can’t completely cover the monitored area, so the active sensor nodes are generally required to completely cover the initially covered area. Thus, if any event that occurs in this monitored area can be detected by any node, this event can definitely be detected by any active sensor.

Figures 3(a)–(d) are the hardware components designed respectively for this study. The type of the micro-controller chips on the coordinator’s circuit board is CC2430F128. The circuit board can be directly powered by a 9V DC power adapter or by USB. The coordinator links through USB via COM port interface to the computer. And the computer collects, through the coordinator, the information from every node and controls these nodes (Zhang et al., 2004) The type of the micro-controller chips on the circuit board of target node is CC2430F128. In the positioning applications it is used as reference node of target node. In the positioning applications it needs at least 3 target nodes to position correctly. It can use at most 16 target nodes. In theory, more nodes will result in a higher accuracy. The target node can also be used as sensor acquisition in the environmental applications. This study uses also this component to collect the detected data. As to the operation of the wireless temperature sensor module, after writing an application programming CC2430 the temperature could be read and it will control UART and transfer the temperature to the coordinator. The simulator is used to burn the firmware programming on to the circuit board of the target node/node to be positioned in order to carry out the debug test and formal execution of the application programming. The data fusion method based on the neural network in the multi-sensor applications helps to develop the data fusion method based on the neural network in the wireless sensor applications proposed by this study (Sung et al., 2010a). This study proposes an intelligent approach of multi-sensor
data based on the neural network, which makes good use of the nonlinear mapping ability of the neural network to intelligently deal with the detected data coming from different sensors simultaneously by identifying accurately the various signals, reducing effectively the errors and false alarm rate of the sensors, and enhancing the anti-jamming capability and adaptability to the environment of the system (Sung and Tsai et al., 2011b).

4. Classification Data Fusion by IHPG Algorithm

Existing literatures combined the advantages of genetic algorithm and PSO algorithm, proposed a hybrid algorithm of genetic algorithm and PSO algorithm, but in the early calculus, stochastic too much is a fatal flaw. PSO is a class of biologically inspired heuristics optimization algorithms and swarm intelligence-based modeling technique which was developed by Kennedy and Eberhart (Wu et al., 2012). Several researchers have combined PSO and GA to form different hybrid algorithms. Shi et al. (2003) combined a variable population-size genetic algorithm (VPGA) and PSO to form a hybrid algorithm that generates initial populations for VPGA and PSO according to a certain proportion. The new population is obtained by evolution according to the corresponding algorithm rules. Gandelli et al. randomly divided the total population into two subpopulations and evolved the two subpopulations using GA and PSO operations, respectively. Kao and Zahara (2008) proposed a GA-PSO hybrid algorithm for geometric proportional populations. In this method, an Unler developed a model, using a PSO-based energy demand forecasting, to
forecast the energy demand of Turkey more efficiently. Further, to avoid the particle to be stuck in the local minimum, Kuo and Han (2011) integrated the mutation mechanism of GA with PSO. Valdez et al. (2011) combined GA and PSO using fuzzy logic to integrate the results of both methods and for parameter tuning. Particle swarm optimization algorithm improvements have been done a lot of research, also produced a hybrid algorithm of particle swarm optimization algorithms and genetic algorithms. These algorithms are initially allocated to each particle a mixture of probability, and then mixing probability to select a certain number of particles in each iteration according to a mating pool, the pool of particles with random pairs, through crossover operator to produce two sub-individual, sub-individual to replace the parent individual in order to maintain the populations of the same number of each parent individual (Shahram et al., 2009).

The PSO-GA algorithm has been improved by Shi et al. (2003) and Matthew and Terence (2005). PSO-GA hybrid algorithm is the use of the randomness of the genetic algorithm to increase the search range, and then use the particle swarm algorithm for a more detailed search around to find the optimal particle. From the experiments in this study to analyze the performance of the PSO-GA is superior to individual genetic and particle swarm algorithm. Improved Hybrid PSO-GA (IHPG) algorithm be proposed in this study are to improve on how to reduce the randomness, Suppose a group consisting of \( m \) \( D \)-dimensional particle swarm, the \( i \)th particle represent by a \( D \)-dimensional vector \( X_i \) \((i = 1, 2, \ldots, m)\), it shows that the location of the particles in the search space for the \( X_i = (X_{i1}, X_{i2}, \ldots, X_{iD}) \) \((i = 1, 2, \ldots, m)\). The location of each particle is a potential solution. Through this position on the specific objective function be calculated the fitness value of the particles. If it is a higher fitness value, the corresponding particles is well. The first particle’s “flying” rate is also a \( D \)-dimensional vector, expressed as \( V_i = (V_{i1}, V_{i2}, \ldots, V_{iD}) \) \((i = 1, 2, \ldots, m)\). The first particle history of the best location in mind for \( P_i = (P_{i1}, P_{i2}, \ldots, P_{iD}) \). The best particle position in the group denoted as \( P_g = (P_{g1}, P_{g2}, \ldots, P_{gD}) \). The position and speed of the standard PSO update formula (1) and (2):

\[
\begin{align*}
  v_{id}(t) &= v_{id}(t-1) + c_1 r_1 (p_{id} - x_{id}(t-1)) + c_2 r_2 (p_{gd} - x_{id}(t-1)), \\
  x_{id}(t) &= x_{id}(t-1) + v_{id}(t).
\end{align*}
\]  
(1)  
(2)

This study proposed IHPG algorithm that velocity and position be updated via formula (3) and (4) to define:

\[
\begin{align*}
  v_{id}(t) &= X \left( w v_{id}(t-1) - c_1 \text{Rand}_1 (p_{id} - x_{id}(t-1)) \\
  &\quad + c_2 \text{Rand}_2 (p_{gd} - x_{id}(t-1)) \right), \\
  x_{id}(t) &= x_{id}(t-1) + v_{id}(t),
\end{align*}
\]  
(3)  
(4)

\[
\kappa = \frac{2}{2 - \varphi - \sqrt{\varphi^2 - 4\varphi}},
\]  
(5)

where \( \varphi = c_1 + c_2, \varphi > 4, X_{id} \) is particle \( i \)'s position at its \( d \)-dimensional; \( V_{id} \) is particle \( i \)'s velocity at its \( d \)-dimensional; \( w \) is inertia weight; acceleration constant \( c_1, c_2 \) are two
non-negative, \(Rand_1\), \(Rand_2\) are uniformly distributed random number between \([0, 1]\). \(P_{id}\) is particle \(i\) in the \(d\)-dimensional individual historical best position; \(P_{gd}\) is historical best position of all particles in the \(d\)-dimensional. In IHPG algorithm, \(\varphi\) is set 4.1 and the \(X\) become 0.73. According to this study recommended, \(w\) is set to 0.8 and linearly decreasing to 0, the maximum rate is \(V_{max}\) and be set to the \(X_{max}\) (Pohl and Genderen, 1998).

Standard GA will become the solution of the problem encoding the chromosome, and then define an initial population of individuals in the population represents part of the problem feasible solution, the solution space of the search space is composed by different chromosomes. Before the start of the search, the search space randomly be selected series of chromosome formation of the initial population, and then calculate the individual to adapt to the specific objective function value, competitively select individuals. In turn use such as selection, mutation and crossover genetic manipulation to a new generation of chromosomes of high fitness value than the previous generation of chromosome. This process of iteration until termination condition is met; the best chromosome of the last generation is the final solution.

Initialization the largest population of \(N\), and calculate the individual fitness value; when the conditions are not met then the stopping rule, first of all individuals on the parent population in the sort order \((N/2)\) according to adapt to the sort of value size; individual parent individuals according to the probability of crossover operation, if the child individual is better than the parent individual to retain the sub-individual, otherwise leave the parent individual; probability of random mutation operation, if better than the original individual is to keep the new individual, otherwise retain the original individual; steps to re-calculate the fitness value; each crossover and mutation, and the parent individuals, the original individual, just out of structurally similar to the parent of the individual and the former individual so as to maintain the diversity of the population. The crossover operation using particle position dimension crosses, the Crossover probability is \(\text{Crossover ratio}\), shown in Fig. 4.

Mutation probability is \(\text{Mutation ratio}\), the mutation operation may produce three kinds of results:

1. 90% probability: \(\text{gene}_{\text{mutated}} = \text{gene}_{\text{current}} + X_{\text{max}} \times \varphi/3\),
2. 12% probability: \(\text{gene}_{\text{mutated}} = \text{gene}_{\text{current}} \times (M_A)\varphi\), which \(M_A\) is variation to change the parameters. \(\varphi\) is uniform random number, the range is \([0.0, 0.1]\).
3. 8% probability: \(\text{gene}_{\text{mutated}} = \text{gene}_{\text{current}} \times \rho\), which \(\rho\) is a uniform random variable and its the range is \([-1, 1]\).

IHPG algorithm steps are as follows: (1) initialize the number is the particle swarm of the popsize; (2) calculate the fitness of the particles and retain optimal particle position

\[X_i = [X_{i1}, X_{i2}, \ldots, X_{id}]\]
\[X_f = [X_{f1}, X_{f2}, \ldots, X_{fd}]\]
\[X_{f'} = [X_{f1}', X_{f2}', \ldots, X_{fd}']\]

Fig. 4. Crossover operating diagram.
and fitness value; (3) using the mixing probability $H_{\text{ratio}}$ to divided the particle swarm into two subgroups; (4) using the PSO algorithm to popsize $\times H_{\text{ratio}}$ subgroup; (5) using the GA algorithm to the remaining subgroup; (6) adjustment optimization of smoothing parameter; (7) repeat Steps (2)–(6) until the computing result meet the closing conditions. Algorithm flow chart is shown in Fig. 5 (Viswanathan and Varshney, 1997; Welstead, 1994; Xing et al., 2011).

This study proposed the IHPG algorithm, which could optimize the coefficients of equations with better performance. The main differences of our approach from existing approaches can be summarized in the following three aspects (Zhang et al., 2004; Zurada, 1992):

1. To better optimize the coefficients, an effective IHPG optimization algorithm was developed based on PSO and GA, which can fully combine the merits of these two methods without their drawbacks.
2. Based on the full analysis of the sensors demand-affecting factors, five factors, which are different from the WSN indicators in existing research, are chosen as the inputs of our model.
3. Reduce the randomness of computing by adjustment optimization of smoothing parameter.

5. Optimization of Smoothing Parameter

For general neural network, if the learning samples are determined, the link weights between the corresponding network structures and neurons will be also determined, and the network learning is actually a determination processing of the smoothing parameter \( \sigma \). There are basically two ways of selection of the smoothing parameter. One is based on the experience, through the spreadsheet, comparison, overall consideration, to fit and predict the accuracy, and to select the suitable value. But this method there is, after all, man-made and subjective factors, it often can not obtain the optimal value of \( \sigma \). The other is to build a suitable objective function by the method of optimization. Seng had proposed an algorithm similar to the BP gradient descent algorithm to find \( \sigma \), but this method is easy to fall into a local minimum (Seng et al., 2002). A reasonable selection of the smoothing parameter is an important thing. This study uses the global search ability of genetic algorithm for the optimization of \( \sigma \). Genetic algorithm is an analog of genetic selection and biological evolution of the natural world. According to the intended target adaptability, the function carries out individual assessments, based on the evolutionary mechanisms of survival of the fittest; it can obtain a better population and finally achieve the best result that meets well the requirements. It consists of five elements: parameter encoding, initial population settings, fitness function design, genetic operation design and control parameters design. Among them, the selection of control parameter crossover probability \( P_c \) and mutation probability \( P_m \) is the key affect on the behavior and performance of genetic algorithm and it has a direct effect on the population diversity and the algorithm convergence. This study adopts Adaptive GA (AGA) method where \( P_c \) and \( P_m \) are able to change automatically with adaptability. When the adaptability of each individual population tends to consistency or local optimum, \( P_c \) and \( P_m \) will increase; when the adaptability of each individual population tends to dispersion, \( P_c \) and \( P_m \) will decrease. Meanwhile, for the individual whose adaptability is higher than the average adaptability of the population, it will be corresponded by lower \( P_c \) and \( P_m \) in order to protect the result and make it enter to the next generation; for the individual whose adaptability is lower than the average adaptability of the population, it will be corresponded by higher \( P_c \) and \( P_m \) in order to eliminate the result. The operations are as follows:

\[
P_c = \begin{cases} k_1 \frac{(f_{\text{max}} - f')}{f_{\text{max}} - f_{\text{avg}}}, & f' \geq f_{\text{avg}}, \\ k_2, & f' < f_{\text{avg}}, \end{cases}
\]

(6)

\[
P_m = \begin{cases} k_3 \frac{(f_{\text{max}} - f)}{f_{\text{max}} - f_{\text{avg}}}, & f \geq f_{\text{avg}}, \\ k_4, & f < f_{\text{avg}}, \end{cases}
\]

(7)

where \( f_{\text{max}} \) is the highest adaptability between the population \( f_{\text{avg}} \) is the average adaptability of every population \( f' \) is the higher adaptability between the two individuals to
cross $f'$ is the mutation individual’s adaptability $k_1, k_2, k_3, k_4$ takes the value between $[0, 1]$. The analysis of (6) and (7) demonstrates: the relationship between adaptability, crossover and mutation rates presents a simple linear mapping, shown in Fig. 6.

$$k_1 = k_2 = k, \quad k_3 = k_4 = k'.$$

In the analysis Fig. 6, we can find that when the adaptability is getting closer to the maximum adaptability, crossover and mutation rate are getting smaller; when the adaptability is equal to the maximum adaptability, crossover and mutation rate are 0. This adjustment method is more suitable for the later stage of the group evolution but is unfavorable for the early stage of the evolution. This is because that in the later stage of evolution, each individual in the group is basically able to show a better performance, and at this stage, it’s not suitable to change the individuals a lot in order to avoid destroying the individual’s excellent performance structure. And in the early stage, the better individuals in the group stay almost in a constant state, and these excellent individuals are not verified to be the optimal solution in the overall situation. Therefore, we try to improve this method by making the crossover and mutation rate of the individual with the highest adaptability in the group not be 0, and increasing respectively $P_c$ and $P_m$.

Through the above improvement, the calculation expression of $P_c$ and $P_m$ as follows:

$$P_c = \begin{cases} p_{c1} \frac{(f' - f_{avg})}{f_{max} - f_{avg}}, & f' \geq f_{avg}, \\ p_{c1}, & f' < f_{avg}, \end{cases}$$

$$P_m = \begin{cases} p_{m1} \frac{(f_{max} - f)}{f_{max} - f_{avg}}, & f \geq f_{avg}, \\ p_{m1}, & f < f_{avg}. \end{cases}$$

$P_{c1}$ takes 0.7–0.9, $P_{c2}$ takes 0.5–0.6, $P_{m1}$ takes 0.1–0.2, $P_{m2}$ takes 0.005–0.06, the application of genetic algorithm in this study is based on it. In the application, the parameters $P_{c1}, P_{c2}, P_{m1}$ and $P_{m2}$ all take the maximum within their own range. The specific process is as follows: (1) adopt real number encoding, the range is $[0.001, 6]$; (2) the initial smoothing parameter group is created by random generation method, the scale is 60; (3) the select operand adopts roulette method and the best retention policy, cross operand
adopts arithmetic crossover, mutation operand adopts non-uniform mutation, crossover and mutation probability adaptively; (4) termination algebra is 350. Adaptability function is:

\[
\hat{f}_{\text{GNN}}(GNN) = \frac{1}{\alpha \sum_{i=1}^{n_1} (y_i - \hat{y}_i)^2 + \beta \sum_{j=1}^{n_2} (y_j - \hat{y}_j)^2 + 1.}
\]  

where \(y_i\) is the measured output of the top 500 training data, \(\hat{y}_i\) is the predicted output of the training data (the determined function in the Step (2)), \(n_1\) is the number of training samples; \(y_j\) is the measured output of the last 500 training data, \(\hat{y}_j\) is the predicted output of the training data, \(n_2\) is the number of verified samples; \(\alpha\) and \(\beta\) are the weight coefficients, here we take \(\alpha = \beta = 0.5\). Here we put in the testing samples is to improve the network’s promotion ability.

6. Simulation Experiment in General Neural Network

(1) Artificial Neural Networks (ANN)

Because of development of Artificial Neural Networks (ANN) technology and advancement of computer algorithms, ANN has developed many interdisciplinary applications from its program control functions, including system identification and prediction, classification, parallel simulator, fault diagnosis, character recognition, data compression, and neural network controller. The environmental applications of these functions have been developed in recent years. This is mainly because that in front of some environmental factors such as chaotic time series and nonlinear behaviors ANN has still very good predictive ability due to sufficient data. ANN can be considered as complex network composed of a large number of simply connected artificial neurons in order to be able to mimic the ability of biological neural networks. The relationship between the input value and output value of the artificial neurons can be shown as follows (Zurada, 1992):

\[
y_j = f \left( \sum w_{ji} x_i + \theta_j \right),
\]

where \(y_j\) is the output signal (i.e., output variable) of mimicry of the biological neuron No. \(j\); \(f\) = transfer function of the mimicry of biological neuron model; \(w_{ji}\) = synaptic strength (i.e., link-weighted value) of the mimicry between the biological neuron No. \(i\) and No. \(j\); \(x_i\) = the input signal (i.e., input variable) of mimicry of the biological neuron No. \(i\); \(\theta_j\) = the threshold (i.e., threshold limit value) of mimicry of the biological neuron No. \(j\).

As to the construction of ANN, it can be divided into two stages including learning and recall. In the learning stage, mainly, the sample data are used in accordance with its learning rules in order to change and adjust the link-weighted values between neurons. And, the learning algorithm can be divided into supervised one or unsupervised one. The supervised one is generally applicable to the problems of function approximation, but the unsupervised one is often applied to solve the problems of data classification.
In the recall stage, the output of the network is calculated based on the input data. From the above information we know that ANN is composed of many nonlinear mathematical operation units and multiple links between these operation units. The operation way of these operation units is usually parallel and distributed so that it can deal with a large number of data and that’s why it is applied to various applications that need to deal with a large number of data operations. Therefore ANN’s special advantage is that it does not need to know what the system’s mathematical model is, it uses the neural network to replace the system’s model directly, and it can also obtain the relationship between the input and output. Therefore, the network learning process, even the above-mentioned minimization process of an energy function, the method of steepest descent is usually used to correct it, that is, every time when entering a training example, the network will slightly adjust the weight, the adjustment extent and the error function are proportional to the sensitivity with respect to the weight, that is, they are propotional to the partial derivative of error function with respect to the weight. As follows:

$$\Delta W_{ij} = -\eta \cdot \frac{\partial E}{\partial W_{ij}},$$

(12)

where $W_{ij}$ is the link weight between the processing unit No. $i$ of the layer No. $n-15$ and the processing unit No. $j$ of the layer No. $n$. And, $\eta$ is the learning rate that uses the method of steepest descent to control and minimize the stride of the error function every time. $\partial E / \partial W_{ij}$ can be obtained by using the chain rule in calculus. This learning process is usually carried out by one training example for each time. As all training examples are learned, it is called a learning cycle. A network can take several learning cycles to learn the training examples until it achieves the convergence (Fausset, 1994; Sung et al., 2010b).

(2) Radial Basis Function (RBF)

The performance of RBF network model depends on the type, number and center of the selected radial basis function, as well as the algorithms of the network link weights. Generally speaking, the radial basis function network model built by this study can be divided into three steps: (1) determine the radial basis function’s center $c_j$; (2) calculate the radial basis function’s width $\sigma_j$; (3) obtain network link weight $w_{kj}$. As to the selection of the function’s center of the radial basis function network model, some researchers randomly select from the training examples, some select it by using unsupervised or supervised methods. In the process, the input layer is used to accept the information coming from the outside world, through the treatment by the neurons in the hidden layer step by step the result will be transfer to the output layer; if the output layer can’t obtain the expected output values it will use the error feedback message to correct every neuron’s link weights and thresholds to reduce the error values. The above-mentioned error can be obtained by the training example’s expected output value and the network’s deduced output value. But generally people use the error cost function $E$ as an important indicator
of the assessment of network learning quality, shown as follows (13):

\[ E = \frac{1}{2} \sum_{k=1}^{n} (t_k - y_k)^2, \]  

(13)

where \( t_k \) = expected output value of the neuron No. \( k \) in the output layer in the training example; \( y_k \) = deduced output value of the neuron No. \( k \) in the output layer in the training example. From (13), we know that the error cost function is a quadratic function, thus we can use Calculus to find extrema to find a set of best parameters to make (13) obtain the minimum (Jagyasi et al., 2006). There are many methods that can make the error cost function achieve the minimum, and the common method is steepest descent. That is, in every training example, we find the partial derivatives of the error cost function \( E(n) \) before the learning with respect to \( w_j \), \( c_j \) and \( \sigma_j \) in order to achieve the correction of each parameter \( \Delta w_j(n) \), \( \Delta c_j(n) \) and \( \Delta \sigma_j(n) \), and obtain each parameter after learning (i.e., in the next training). Besides, we can adopt the momentum term to improve the convergence rate of neural network. That is, when we calculate the change values in weights, we can add some weight in order to consider the impact that the change value \( \Delta w_j(n - 1) \) in the last phase has on this phase. The equation is as follows:

\[ \Delta w_j(n) = -\eta \frac{\partial E(n)}{\partial w_j} + \alpha \Delta w_j(n - 1), \]  

(14)

where \( \alpha \) = momentum factor, \( \eta \) = learning rate. Generally speaking, a smaller \( \eta \) will need more learning cycles; a larger \( \eta \) can reduce effectively the number of learning cycles, but it might enlarge the magnitude of the modification of the weights then exceed the minimum space point of the desired error function. Therefore, in the learning it needs to use the trial-and-error method to determine \( \eta \).

To sum up, before the learning the radial basis function network model must firstly set the learning rate, the initial link weights, the maximum allowable error, the inertia factor and the maximum number of learning cycles. And, the training process of the radial basis function network model is to use error’s reverse transmission and appropriate supervised learning rule, such as the equation (14) based on the method of steepest descent, to constantly modify the network parameters such as the weighted value, and to make the network’s deduced output value get closer to the expected output value. And if any condition below is achieved: (1) the overall value of the error cost function achieves an acceptable convergence; (2) the number of trainings achieves the maximum number of learning cycles; (3) the error gradient is less than the settings, the network will terminate the learning (Srinivas et al., 1994).

(3) General Regression Neural Network (GRNN)

GRNN is a type of supervised learning network. This network belongs to the supervised learning and its basic concept of principle was inspired from the probability model. However, the probabilistic neural network is only suitable to be used for classification and it is not able to solve the problems of continuous variables. Thus in 1991, Donald F. Specht had proposed the learning algorithm of General regression neural network.
GRNN was evolved from the probabilistic neural network. This algorithm not only can deal with the problems of classification, but also is used to learn dynamic mode and predict or control. And, it also presents a good capacity to deal with the problems of leaner or nonleaner regression. GRNN was evolved from the probabilistic neural network, and the probabilistic neural network was inspired from the probability model. Therefore, the basic concept of the principle of GRNN was extended from the probability model. A group of training samples with \( M \)-dimensional input vector can be considered as the sample points in the \( M \)-dimensional space. GRNN uses these sample points to estimate an unknown sample point function value. Because GRNN was inspired from the probability model, it doesn’t need to assume a specific functional form in advance as the traditional regression analysis, and it only needs to be presented by the form of probability density function (Sung and Tsai et al., 2011b).

In the regression equation between dependent variable \( Y \) and the independent variable \( X \), \( Y \) usually represents the system’s output value and \( X \) represents the input value. GRNN doesn’t need to assume a specific functional form in advance as the traditional regression analysis, and it only needs to be presented by the form of probability density function. Suppose that \( f(x, y) \) is the joint probability density function of variable \( X \) and variable \( Y \). \( x \) is a measurement of variable \( X \). Then the regression equation between \( Y \) and \( x \) is:

\[
E(Y|X) = \frac{\int_{-\infty}^{\infty} y f(x, y) \, dy}{\int_{-\infty}^{\infty} f(x, y) \, dy}.
\]

But \( f(x, y) \) is unknown, we have to use the observed values of \( X \) and \( Y \) to estimate \( f(x, y) \). Here we use Parzen’s windows nonparametric method to estimate \( f(x, y) \), and \( s \) is the smoothing parameter, a constant greater than 0; the smoothing parameter is the only parameter that needs to be determined by learning method in GRNN. If we simplify (15), we obtain:

\[
\tilde{y}(x) = \sum_{i=1}^{n} \frac{y_i \exp \left[-\frac{(x-x_i)^T(x-x_i)}{2\sigma^2}\right]}{\sum_{i=1}^{n} \exp \left[-\frac{(x-x_i)^T(x-x_i)}{2\sigma^2}\right]} = \sum_{i=1}^{n} \frac{y_i \exp \left[-\frac{D_i^2}{2\sigma^2}\right]}{\sum_{i=1}^{n} \exp \left[-\frac{D_i^2}{2\sigma^2}\right]},
\]

where \( x_i \) and \( y_i \) are the sample values of variable \( X \) and variable \( Y \); \( D_i^2 \) is \( (x - x_i)^T \times (x - x_i) \), the estimated value \( \tilde{y}(x) \) is the weighted average of the all samples’ observed value \( y_i \), \( \sigma \) is the smoothing parameter. When a new vector \( X \) enters the network, this vector minus the training example’s vector, the squared value of the difference between the two vectors will be added to the sum and input to the nonlinear activity function, the result of this activity function is the output value of the type unit. And, the output value of the type unit will be sent to the summation unit. GRNN’s advantage is that when the number of the training samples is large, it can learn rapidly and converge to the best regression plane with maximum accumulated samples, and it can deal with the unstable data (Bhattacharyya et al., 2001; Blum et al., 1997).
7. Experiment Analysis and Result Discussion

The temperature data collected by wireless sensor nodes are shown as the interface in Fig. 7. When the temperature data are collected, the collected data are hexadecimal data and that will be converted to decimal, for example, if a collected hexadecimal data is 1D, that will be converted to 29, in order to obtain a more accurate result. The data format must be able to use as the neural network input vector data and the actual output vector data. The testing data is regarded as cost study; the neural network toolbox in MATLAB is used as neural network training interface.

At first, we build in MATLAB work space the variables of the target value of training and target output value. The target value is set between \(-10\) degrees to \(40\) degrees Celsius. The collection is carried out every 10 seconds. A collection of 400 data is the target value. We make good use of the newrbe function. The newrbe function, offered by the toolbox in MATLAB, can generate a network that presents no error with respect to the determined training sample vectors. The only condition is that an enough large spread constant should be offered in order to make neurons input range be able to cover an enough large area. In this way, any input at any time will allow some radial neurons to generate great response output. This way will make the network transfer function become smoother and can better reflect generally the new input vectors that are different from the sample vectors. In view of accuracy and enough training time, we adopt a neural network with 15 neurons as testing model. The number of network trainings (epoch) and the error convergence are shown as from Figs. 8(a) to 8(c). As shown in Fig. 8(a), from the network error convergence we can find that the training network with 15 neurons has 400 training targets and 1000 training samples; about with 5 training cycles the errors will be reduced but the result is still quite far away from the expected correction; about with 500 cycles, the convergence becomes stable, and it doesn’t need to do any training, at this point we arrive the best number of trainings. Figure 8(b) is the training situation of radial basis network. This method can achieve rapidly a convergence with expected value, and better avoid the errors than the back propagation neural network. And this study finds a more effective method which can avoid the errors in the trainings more effectively. That is general regression neural network shown in Fig. 8(c). This method doesn’t have a smaller number of trainings but can correct more effectively the errors in the trainings. If we continue to do the trainings, the number of trainings will be excessive. When the

Fig. 7. Interface of the collected temperature data.
Fig. 8. (a) BP network training times, (b) RBF training times, (c) GRNN training times (remarks): $y$-axis for Mean Squared Error (MSE), $x$-axis one degree for 200 times-training data).

Training data have reached the goal, we take the trained data to distinguish the accurate temperature data. This system can improve the system accuracy and reduce redundancy.

We can see the network input and output sample function carry out a preliminary and approximate simulation. Although it has some errors, it has obtained the approximate effect. If we estimate and find out the network simulation response curve, then compare it with radial basis function network, it shows that it’s closer to the actual situation. In Fig. 9(a) BP linear regression results, we find that the output value and expected value do not coincide very well with the target, and the correlation coefficient is only 0.54. Then this study uses other methods, as shown in Fig. 9(b), RBF regression results expectation response and the simulation output regression effect are very good, and the correlation coefficient is 0.87, and, as shown in Fig. 9(c) about GRNN regression results, where the correlation coefficient is higher as 0.896. That’s why this study uses GRNN to find out effectively all target values. In the operations, GRNN adaptability change is shown as Fig. 10, and the best individual $\sigma = 0.00243$. 

This study illustrates the possible performance gains with the derived optimal multi-sensor precise measurement for the data fusion allocation scheme.

In the wireless sensors system experimental analysis, this work assumes that $n_s$ is equal to 20, 50, 80, and 120 as the number of multiple wireless sensors. According to the experiment result, with a larger number of sensor signals, the proposed IHPG algorithm allows for more accurate measurement results (compared with the normal mode and the conventional PSO, especially when the experimental results are more obvious after $n_s > 75$.)
Fig. 10. Adaptability optimization of general neural network via IHPG based on smoothing parameter.

Table 1
Comparative analysis of calculated various initial populations and iterations in wireless sensors network experimental ($n_s = 20, 50, 80, 120$, IHPG algorithm)

<table>
<thead>
<tr>
<th>$n_s$</th>
<th>Approaches</th>
<th>Average error rate (%)</th>
<th>Convergence (%)</th>
<th>Iterations (%)</th>
<th>Success (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>General-PSO</td>
<td>&lt; 0.18</td>
<td>91.0</td>
<td>49.5</td>
<td>93.6</td>
</tr>
<tr>
<td></td>
<td>PSO-GA</td>
<td>&lt; 0.11</td>
<td>93.6</td>
<td>47.1</td>
<td>90.3</td>
</tr>
<tr>
<td></td>
<td>IHPG</td>
<td>&lt; 0.01</td>
<td><strong>98.7</strong></td>
<td><strong>62.3</strong></td>
<td><strong>90.2</strong></td>
</tr>
<tr>
<td>50</td>
<td>General-PSO</td>
<td>&lt; 0.24</td>
<td>83.3</td>
<td>58.1</td>
<td>86.2</td>
</tr>
<tr>
<td></td>
<td>PSO-GA</td>
<td>&lt; 0.25</td>
<td>88.1</td>
<td>58.2</td>
<td>83.5</td>
</tr>
<tr>
<td></td>
<td>IHPG</td>
<td>&lt; 0.15</td>
<td><strong>97.1</strong></td>
<td><strong>69.1</strong></td>
<td><strong>91.3</strong></td>
</tr>
<tr>
<td>80</td>
<td>General-PSO</td>
<td>&lt; 0.35</td>
<td>75.6</td>
<td>69.2</td>
<td>85.1</td>
</tr>
<tr>
<td></td>
<td>PSO-GA</td>
<td>&lt; 0.48</td>
<td>84.5</td>
<td>65.2</td>
<td>86.9</td>
</tr>
<tr>
<td></td>
<td>IHPG</td>
<td>&lt; 0.32</td>
<td><strong>96.3</strong></td>
<td><strong>71.2</strong></td>
<td><strong>95.3</strong></td>
</tr>
<tr>
<td>120</td>
<td>General-PSO</td>
<td>&lt; 0.75</td>
<td>67.8</td>
<td>82.6</td>
<td>80.2</td>
</tr>
<tr>
<td></td>
<td>PSO-GA</td>
<td>&lt; 0.56</td>
<td>79.3</td>
<td>76.1</td>
<td>85.7</td>
</tr>
<tr>
<td></td>
<td>IHPG</td>
<td>&lt; 0.26</td>
<td><strong>90.1</strong></td>
<td><strong>75.3</strong></td>
<td><strong>94.7</strong></td>
</tr>
</tbody>
</table>

When this study employed the IHPG algorithm 60 to 80 iterations were used to obtain the first system improvement. The situation becomes more obvious from the final integration of environment signals that the illumination sensor concentration measurement status is a relatively small error condition. It is relatively stable because the illumination sensor measurement is the optical measurement project, which is a more precise and difficult to changed measurement.
Fig. 11. Convergence of exterior penalty function based improved PSO: multi-sensor data fusion error probability is below 0.01%. (a) Optimum fitness returned for IHPG iterations for a given penalty parameter. (b) PSO data fusion error probability is improved when observations are correlated with each other. (c) Comparison the general PSO-GA with IHPG algorithm in data fusion error probability. (d) IHPG when various sensors behaviors in error probability (SNR = 12 dB).

8. Conclusion

IHPG is a hybrid evolutionary algorithm based on PSO and GA, which uses the GA search of randomness while maintaining the search performance of PSO. End of the paper by three standard neural network training function optimization via IHPG algorithm based on optimization of smoothing parameter, IHPG performance is much better than the general PSO-GA hybrid evolutionary algorithm. This study compared the ANN, RBF, and GRNN three neural network in training time and regression analysis, GRNN’s network link weights adopts BP algorithm that the activity function of the nodes in hidden layers of GRNN adopts Gaussian function and thus GRNN has partial approximation ability and can learn quickly. GRNN has very few man-made adjustable parameters, it has only one threshold, and its network learning completely depends on the data samples. This feature allows GRNN to avoid the maximum effect on the predicted results caused
by man-made subjective assumptions. This study uses ZigBee module, reduces greatly the cost of the wireless sensor module, and carries out the environmental monitoring of the region, sets up a large number of sensor nodes to carry out the transmission with respect to the coordinator. Lots of transmissions at the same time will easily produce lots of computations, thus this study uses neural network to carry out the calculation. And this paper also compares RBF Network with other neural networks. This study collects detected data and deals with the detected data and the weight distribution, then uses the neural network tool MATLAB to carry out the training and testing, and uses the previously built samples to do the training, and it’s better than the original model. The RBF Network, which is applied to the feature level fusion, especially to the multi-dimensional feature level fusion, can be applied to the data processing before the fusion and suitable for hardware implementation.

Neural network training time by IHPG algorithm based on smoothing parameter optimization, with its generalization ability, high stability, good fault tolerance, and rapidity and effectiveness, can improve the system’s engineering possibility and real-time capability. This study uses ANN, GRNN and RBF to compare with the currently commonly applied in IHPG, and it’s obviously that for the estimated regional four type sensors (Temperature sensors, Humidity sensors, Ultraviolet sensors and Illumination sensors), GRNN can more wisely carry out the monitoring of the regional various changed. Although there are many algorithms that can be used for the feature-level data fusion, they have their own advantages and disadvantages, and these algorithms usually emphasize only one aspect. This study proposes the IHPG, and through computer simulation it is found that this algorithm can obtain a better fusion result than the simpler neural network because it enhances the fusion accuracy and provides data fusion technology with a computational intelligence algorithm.
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Efektyvios informacijos sintezės GHKG algoritmas daugiasensoriniame tinkle, remiantis glotnia parametrų optimizacija

Wen-Tsai SUNG, Ching-Li HSIAO

Tyrimo siūlomas inovatyvus pagerintas hibridinis algoritmas (GHKG) apjungiant populiacijų optimizavimo ir genetių algoritmus. Tyrimas apima kokybinių monitorinio eksperimento panaudojant tris žinomus neurotinklų metodus bevielių sensorinių modulų duomenų apdorojimo. Eksperimentas parodė kaip galima pagerinti įvertinamų duomenų tikslumą ir sumažinti skaičiavimų atsitiktinumą glotnių parametrų derinimo optimizacijos dėka.