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Abstract. In this paper, we study the fault diagnosis problem for distributed discrete event systems. The model assumes that the system is composed of distributed components that are modeled in labeled Petri nets and interact with each other via sets of common resources (places). Further, a component’s own access to a common resource is an observable event. Based on the diagnoser approach proposed by Sampath et al, a distributed fault diagnosis algorithm with communication is presented. The distributed algorithm assumes that the local diagnosis process can exchange messages upon the occurrence of observable events. We prove the distribute diagnosis algorithm is correct in the sense that it recovers the same diagnostic information as the centralized diagnosis algorithm. And then, the OBDD (Ordered Binary Decision Diagrams) is introduced to manage the state explosion problem in state estimation of the system.

Key words: fault diagnosis, discrete event system, Petri net, OBDD.

1. Introduction

Fault detection and isolation is an important task in the automatic control of large complex systems, due to its importance in terms of safety and efficiency of operation. A variety of complementary approaches have been proposed, based on the level of detail chosen for the model of the system and the kinds of faults that need to be diagnosed. In this paper, we consider the technological systems that can be modeled at some level of abstraction as discrete event dynamic systems. We follow an event-based approach proposed by Sampath in (Sampath et al., 1995; Sampath et al., 1994), namely diagnoser approach, and extend it to deal with distributed discrete event systems.

*This work was supported by NSFC of China under Grant 60074012 and by the National Fundamental Research Funds of China under Grant G19998020310.
In diagnoser approach, faults are modeled as unobservable events, namely, events whose execution can not directly detected by the sensors. A failure is said to have occurred in system if these special events, fault events, execute. Fault diagnostic is to detect the execution of fault events and identify their type or origin. The diagnoser is constructed based on the system model to infer the execution of fault events from the system model and future observations of the evolution of the system (Sampath et al., 1995; Sampath et al., 1994). However, for the large-scale distributed complex discrete event systems, such as communication networks and power systems (Benveniste et al., 2003; Pencole et al., 2002; Genc and Lafortune, 2003), the diagnosis is often made more complex by the need to construct a global model of system behavior and estimate global state of system on-line.

The discrete event systems considered in this paper are assumed to be composed of distributed components that are modeled in labeled Petri nets. One aspect of these systems is the presence of common resource. The different components of systems interact with each other via sets of common resources, i.e., the tokens in common places for the Petri net model. Each component’s overall behavior is expressed in terms of its own behavior and its interactions with other components (Benveniste et al., 2003; Ricker and Fabre, 2000). Our purpose is to propose an effectively distributed fault diagnosis algorithm for these systems.

Previously, the diagnoser approach is extended to Petri net model and a distributed diagnosis algorithm is proposed. However, the communication protocol in (Genc and Lafortune, 2003) is complex and the length of message exchanged between different local diagnosis processes is unbounded. In this paper, we improve the algorithm proposed in (Genc and Lafortune, 2003) and present a new algorithm of distributed diagnosis with communication. The communication protocol of our algorithm is much simpler and the length of exchange message is bounded. We also prove our algorithm is correct in the sense that it recovers the same diagnostic information as the centralized diagnosis algorithm.

Furthermore, diagnosing complex discrete event systems implies finding a set of behaviors that could explain the observation of system in a very complex state space. Therefore, the diagnosis problem is strongly linked with the well-known state explosion problem, which essentially comes from the fact that the system evolves in a concurrent way. Then, computing the diagnosis can be a very complex task, and the solution can be very big and can not be easily analyzed. In order to manage the state-explosion problem, the Ordered Binary Decision Diagram (OBDD) is introduced in this paper to apply for fault diagnosis. OBDDs have the capability of representing large sets of encoded data with small data structures and enable the efficient manipulation of those sets. OBDDs provide a symbolic representation for Boolean functions in the form of directed acyclic graphs (Bryant, 1986). Bryant described a set of algorithms that implement operations on Boolean functions as graph algorithms on OBDDs. Taking advantage of the efficient symbolic manipulations, researchers have solved a wide range of problems in hardware verifications, testing, and real-time systems. It is also used to analysis the properties of bounded Petri nets (Pastor et al., 2001). In this paper, we firstly present the model and dynamic behavior of system using OBDD. And then, distributed fault diagnosis algorithm
based OBDD is proposed to manage the state-explosion problem for state estimation in diagnosis process.

2. System Model and Centralized Diagnosis Algorithm

In this section, we define the system model for distributed discrete event systems and briefly present the centralized diagnosis algorithm by extending the diagnoser approach.

2.1. System Model

A Petri net graph is a weighted bipartite graph, defined as a 4-tuple (Murata, 1989; Casandras and Lafortune, 1999; Genc and Lafortune, 2003)

\[ N = (P, T, I, O), \]

where \( P \) and \( T \) are finite sets respectively for places and transitions; \( P \cap T = \emptyset \) and \( P \cup T \neq \emptyset \); \( I: P \times T \to \mathbb{Z} \) and \( O: T \times P \to \mathbb{Z} \) are the input and output maps respectively; \( \mathbb{Z} \) is the set of non-negative integers.

The state of Petri net graph is a mapping \( x: P \to \mathbb{Z} \). A state is represented by \( x = [x(p_1), x(p_2), \ldots, x(p_n)] \), where \( p_1, p_2, \ldots, p_n \) is an arbitrary fixed enumeration of \( P \) and \( n \) is the number of elements in \( P \). A Petri net is a pair \( (N, x_0) \), where \( N \) is Petri net graph and \( x_0 \) is the initial state. The state space of \( (N, x_0) \) is given by \( \mathbb{X} = \mathbb{Z}^n \) and \( x_0 \in \mathbb{X} \). We denote the state transition function as \( f: \mathbb{X} \times T \to \mathbb{X} \). The state transition function is defined for state \( x \) and transition \( t \in T \) if \( (\forall p \in P)[x(p) \geq I(p, t)] \), where \( I(p, t) \) is the input map from \( p \) to \( t \). If \( f(x, t) \) is defined, then we set \( x' = f(x, t) \), where

\[ x'(p) = x(p) - I(p, t) + O(t, p), \text{ for all } p \in P. \]

Here, \( O(t, p) \) is the output map from \( t \) to \( p \). Extend the state transition function \( f \) from domain \( \mathbb{X} \times T \) to domain \( \mathbb{X} \times T^* \):

\[ f(x, \epsilon) := x, \]
\[ f(x, st) := f(f(x, s), t) \text{ for } s \in T^* \text{ and } t \in T, \]

where \( \epsilon \) is to be interpreted as the absence of transition firing and \( T^* \) denotes the Kleene-closure of \( T \). The set of reachable state for Petri net \( (N, x_0) \) is denoted by \( R(N, x_0) \).

A labeled Petri net is defined as

\[ G = (N, \Sigma, l, x_0), \]

where \( N = (P, T, I, O) \) is the Petri net graph and \( x_0 \) is the initial state. \( \Sigma \) is the finite set (alphabet) of events and \( \Lambda \in \Sigma \) is the empty word. \( l: T \to \Sigma \) is the labeling function that
assigns an event to each transition and can be extended to mapping \( T^* \rightarrow \Sigma^* \) in the usual way, where \( \Sigma^* \) is the Kleene-closure of \( \Sigma \).

The discrete event systems considered in this paper are modeled in labeled net \( G = (N, \Sigma, I, x_0) \), where \( N = (P, T, I, O) \) is the Petri net graph of the system and \( x_0 \) is the initial state of the system. We assume the discrete event system to be composed of \( k \) distributed components that interact with each other via sets of common resources. Each component \( i = 1, 2, \ldots, k \) is formally modeled as a labeled Petri net \( G_i = (N_i, \Sigma_i, I_i, x_{0i}) \), where \( N_i = (P_i, T_i, I_i, O_i) \) is the Petri net graph for component \( i \) and \( x_{0i} = x_0(P_i) \) is the initial state. It is assumed that the following conditions are satisfied:

1. \( T = \cup T_i, \Sigma = \cup \Sigma_i \) and for any \( i \neq j, T_i \cap T_j = \emptyset \) and \( \Sigma_i \cap \Sigma_j = \{ \lambda \} \);
2. \( P_i = \cup_{t \in T_i} (\{ t \} \cup t^*) \) for any component \( i \in \{ 1, 2, \ldots, k \} \);

where \( t^* := \{ p \in P: I(p, t) > 0 \} \) and \( t^* := \{ p \in P: O(t, p) > 0 \} \) are the predecessors and successors of transition \( t \) respectively. \( I_i, O_i \) and \( I_l \) are the restrictions of \( I, O \) and \( I \) to \( P_i \times T_i, T_i \times P_i \) and \( T_i \), respectively. \( x_{0i} \) is the initial state of component \( i \).

Without loss of generality, we assume that \( x_{0i} \) is the initial state of component \( i \) and it is hold that for any \( p \in P_i \cap P_j, x_{0i}(p) = x_{0j}(p), \forall i, j = 1, 2, \ldots, k \).

The corresponding Petri net graph \( N_i \) and \( N_j \) have disjoint sets of transitions. However, the sets of places are not disjoint, i.e., there are common resources (places) for different components of the system. For the common places, each component has the same initial state. Furthermore, for each component of the system, the transition set is partitioned as \( T_i = T_{oi} \cup T_{uo} \) and \( T_{oi} \cap T_{uo} = \emptyset \), where \( T_{oi} \) and \( T_{uo} \) denote the set of observable transitions and the set of unobservable transitions of component \( i \) respectively. Let \( T_{fi} \subseteq T_i \) be the set of failure transitions of component \( i \), which should be diagnosed. Without loss of generality, we assume that \( T_{fi} \subseteq T_{uo} \). A transition \( t \) is labeled with \( \lambda \) if and only if \( t \in T_{uo} \). Similarly to (Genet and Lafortune, 2003), we assume that for any component \( i \) of the system, it satisfies the following condition:

**Assumption C.** \( \forall t \in T_i, \text{ if } \exists j = 1, 2, \ldots, k \text{ and } i \neq j, (t \cup t^*) \cap (P_i \cap P_j) \neq \emptyset, \) then the transition is observable, i.e., \( t \in T_{oi} \).

The condition says that transitions putting tokens in or removing tokens from common places are observable, i.e., any transition generating or consuming common resources is observable.

Fig. 1 illustrates a simple example of distributed discrete event system (Benveniste et al., 2003). The distributed system is composed by two components, component 1 and component 2. The components are modeled in labeled Petri nets \( G_i = (N_i, \Sigma_i, I_i, x_{0i}) \), \( i = 1, 2 \), and interact with each other via the common places, place \( p_3 \) and place \( p_7 \). Here, \( N_i = (P_i, T_i, I_i, O_i) \) is the Petri net model for components and \( T_0 = \{ t_1, t_2, t_3 \}, T_1 = \{ t_4, t_5, t_6 \}, P_1 = \{ p_1, p_2, p_3, p_7 \}, P_2 = \{ p_4, p_5, p_6, p_3, p_7 \} \) are the sets for transitions and places of each component respectively. For component 1, the set of events \( \Sigma_1 = \{ \beta, \lambda \} \) and \( I_1(t_1) = I_1(t_2) = \beta, I_1(t_3) = \lambda \), i.e., transition \( t_1, t_2 \) is observable and transition \( t_3 \) is unobservable. Similarly, \( \Sigma_2 = \{ \alpha, \lambda \} \) and \( I_2(t_4) = I_2(t_5) = \alpha, I_2(t_6) = \lambda \). Transition \( t_3 \) and \( t_6 \) are the failure transitions for each component to be diagnosed.
2.2. Centralized Diagnosis Algorithm

We briefly present the centralized diagnosis algorithm for discrete event systems modeled in labeled Petri nets. The detail for the algorithm is referred to (Genc and Lafortune, 2003).

Firstly, we define the state $x_d$ of fault diagnosis by labeled each state of system with diagnostic information as follows

$$x_d = (x, l_f),$$

where $x = [x(p_1), x(p_2), \ldots, x(p_n)] \in X$ is the state of system modeled in labeled Petri net and fault label $l_f \in \Delta = \{0, 1\}^m$ is the diagnostic information labeled with each state of system. The fault label is a vector of length $m$ (the number of failure transitions) which has entries of “0” or “1”. When the fault label is the “zero” vector, we say that the fault label is “normal”. The initial state has the “normal” fault label by definition. Let $x \in X$, $l_f \in \Delta$ and $s \in T^*$. Then, the propagation function of fault label $L: X \times \Delta \times T^* \rightarrow \Delta$ is defined as

$$L(x, l_f, s) = l_f + \left(\sum_{i=1}^{m} b_i^s\right),$$

where $b_i^s \in \Delta$ and

$$b_i^s = \begin{cases} [0, \ldots, 0, 1, 0, \ldots] & \text{if } s \text{ contains } f_i \in T_f, \\ [0, \ldots, 0, 0, \ldots] & \text{otherwise}. \end{cases}$$

Now we present the centralized diagnosis algorithm as follows (Genc and Lafortune, 2003).

Centralized Diagnosis Algorithm. Given the observable event sequence $s = \sigma_0 \sigma_1 \sigma_2 \ldots \sigma_n$, where $|s| = n + 1$ and $\sigma_i \in \Sigma - \{\lambda\}$,
1. Initialize the algorithm \( i := 0, (x_0, l_{0f} = 0^n) \). Estimate the initial possible state of system as follows

\[
e^0 = \{ (x, l_f) \mid \exists s \in T^* \land l(s) = \lambda, \ x = f(x_0, s), \ l_f = L(x_0, l_{0f}, s) \}. \tag{1}
\]

Here \( s \) can be empty.

2. Upon observation of \( \sigma_i \), do

2.1. Compute the estimation as follows

\[
\hat{e}^i = \{ x'_d = (x', l_f) \mid \exists t \in T \land l(t) = \sigma_i, \ \exists (x, l_f) \in e^i \land x' = f(x, t) \text{ is defined} \}. \tag{2}
\]

2.2. Compute the possible state of system as follows

\[
e^{i+1} = \{ x_d = (x', l'_f) \mid \exists s \in T^* \land l(s) = \lambda, \ \exists (x, l_f) \in \hat{e}, \ x' = f(x, s), \ l'_f = L(x, l_f, s) \}. \tag{3}
\]

Here \( s \) can be empty. Failure transition \( f_i \in T_f \) is said that has occurred if and only if \( l_f(i) = 1 \) for any \( x_d \in e^{i+1} \).

2.3. Increment \( i \).

3. Distributed Diagnosis with Communication

In this section, we study the problem of distributed fault diagnosis for discrete event systems. We define the distributed diagnosis algorithm with communication between each component of the system. We assume that the message is transferred between the components correctly and without delaying and prove the distribute diagnosis algorithm is correct in the sense that it recovers the same diagnostic information as the centralized diagnosis algorithm. A simple example is given in this section to illustrate how our algorithm running. The example is also used to demonstrate the improvements over the previous algorithm in (Genc and Lafortune, 2003).

3.1. Algorithm of Distributed Diagnosis with Communication

For any component \( G_i = (N_i, \Sigma_i, l_i, x_{0i}) \) of the system, we can define the local diagnosis process using the centralized diagnosis algorithm defined in the previous section. However, if the local diagnosis processes work in isolation, the individual estimates of local process cannot provide enough information for diagnosis because the common resources (places) of any component \( G_i \) are influenced not only by its own transition, but also by the transitions of other components. Therefore, we overcome this problem by defining a communication protocol between local diagnosis processes. This protocol recovers the centralized diagnosis information by allowing the local diagnosis processed to send each other the change of tokens in the common places.
Here we consider the case when $k = 2$, i.e., the system has two component $G_1$ and $G_2$. Assuming that the two components have common places $P = P_1 \cap P_2$ and $|P| = r$, we define the state of local diagnosis process by extending the state of diagnosis, which defined in the previous section, with the message exchange with the other local diagnosis processes. For a given component $G_i = (N_i, \Sigma_i, L_i, X_0)$, $i = 1, 2$, the state $x_d^i$ of local diagnosis process is defined as follows:

$$x_d^i = (x_i, l_f^i, (l_m^i)_p, (l_m^i)_n, l_m^i), \quad j \neq i$$

where $x_i$ is the local state of the component and $l_f^i$ is the fault label. Message label $(l_m^i)_p$, $(l_m^i)_n$ and $l_m^i \in Z^r$ represent the influence of common places between two components. The fault label and message label of the initial state are defined to be “zero” vectors. And then we define the algorithm of distributed diagnosis with communication as follows.

**Distributed Diagnosis with Communication.** Given the observable event sequence $s = \sigma_0 \sigma_1 \sigma_2 \ldots \sigma_n$, where $|s| = n + 1$ and $\sigma_i \in \Sigma - \{\lambda\}$,

1. Initialize the algorithm $i := 0$. Estimate the initial possible state of each component as follows:

$$e^0_1 = \left\{ (x_1, l_f^1, (l_m^1)_p, (l_m^1)_n, l_m^1) | \exists s \in T_1^* \wedge l_1(s) = \lambda, x_1 = f(x_{01}, s), l_f^1 = L(x_{01}, l_f^1, s) \right\},$$

$$e^0_2 = \left\{ (x_2, l_f^2, (l_m^2)_p, (l_m^2)_n, l_m^2) | \exists s \in T_2^* \wedge l_2(s) = \lambda, x_2 = f(x_{02}, s), l_f^2 = L(x_{02}, l_f^2, s) \right\}. \quad (4)$$

Here $s$ can be empty.

2. Upon observation of $\sigma_i$, do {if $\sigma_i \in \Sigma_1$, then go to 3, else go to 4}.

3. (Master is the diagnosis process of component 1).

3.1. Compute the estimation of component 1 as follows

$$e_{i+1}^1 = \left\{ (x_1', l_f^1, (l_m^1)_p', (l_m^1)_n', l_m^1) | \exists t \in T_1 \wedge l_1(t) = \sigma_i, \exists (x_1, l_f^1, (l_m^1)_p, (l_m^1)_n, l_m^1) \in e_i \wedge x_1' = f(x_1, t) is defined, (l_m^1)_p' = (l_m^1)_n, (l_m^1)_n' = (l_m^1)_n - I(P_c, t) + O(t, P_c) \right\}. \quad (6)$$

3.2. Compute the possible state of component 1 as follows

$$e_{i+1}^1 = \left\{ (x_1', l_f^1, (l_m^1)_p, (l_m^1)_n, l_m^1) | \exists s \in T_1^* \wedge l_1(s) = \lambda, \exists (x_1, l_f^1, (l_m^1)_p, (l_m^1)_n, l_m^1) \in e_i, x_1' = f(x_1, s), (l_f^1)' = L(x_1, l_f^1, s) \right\}. \quad (7)$$
Here $s$ can be empty. Failure transition $f_i \in T_j$ is said that has occurred if and only if $l_i^1(i) = 1$ for any $x'_d \in e_i^{1+1}$.

3.3. Send a message to the diagnosis process of component 2:

$$message := \left\{ (l^1_m, p, (l^1_m)_n, l^2_{m'}) \mid \exists (x_1, l^1_f, (l^1_m)_p, (l^1_m)_n, l^2_{m'}) \in e_i^{1+1} \right\}. \quad (8)$$

3.4. Upon reception of this message, set of possible state of component 2 update as follows:

$$e_i^{2+1} = \left\{ (x'_2, l^2_f, (l^2_{m'})_p, (l^2_{m'})_n, (l^2_{m'})') \mid \exists ((l^1_m)_p, (l^1_m)_n, l^2_{m'}) \in message, \right.$$

$$\exists (x_2, l^2_f, (l^2_{m'})_p, (l^2_{m'})_n = l^2_{m'} = (l^1_m)_p, (l^1_m)_n, e'_2, \quad (l^1_m)' = (l^1_m)_n, \right.$$

$$x'_2(P_2-P_c) = x_2(P_2-P_c), \quad x'_2(P_c) = x_2(P_c)-(l^1_m)_p+(l^1_m)_n$. \quad (9)$$

3.5. Increment $i$.

4. {Master is the diagnosis process of component 2} Same as 3 but change 1 and 2 in every expression.

REMARK. For the previous distributed algorithm in (Genc and Lafortune, 2003), message label $l_m$ of state $x'_d = (x_i, l^f_f, l_m)$ is defined as the change sequence on common places, i.e., if $t \in T$ is defined at $x_i$, the message label propagates as follows:

$$x'_i = f(x_i, t) \quad (l^f_f)' = L(x_i, l^f_f, t) \quad \text{and} \quad (l_m)' = [l_m, O(t, P_c) - I(P_c, t)].$$

Hence, the size of message label $l_m$ will grow up unbounded along with observable events sequence. We will compare it with our algorithm detailed in Subection 3.3 using a simple example.

3.2. Recovering the Diagnostic Information of Centralized Algorithm

We show how the distributed diagnosis process with communication represented in the previous section can recover the state of centralized diagnosis process and prove the correctness of the algorithm of distributed diagnosis with communication by showing that it reconstructs the state of centralized diagnosis process after each observable event in the given observed sequence.

At the end of completion of the distributed diagnosis process for an observable event in sequence, let $e^1_1$ and $e^1_2$ be the possible states sets in the diagnosis process of component 1 and 2, respectively. We define the set $Merge(e^1_1, e^1_2)$ as follows:

$$Merge(e^1_1, e^1_2) = \left\{ (x_1(P_c)x_2(P_2-P_c), l^1_f l^f_f) \mid \exists (x_1, l^1_f, (l^1_m)_p, (l^1_m)_n, l^2_{m'}) \in e^1_1, \right.$$

$$x_2, l^2_f, (l^2_{m'})_p, (l^2_{m'})_n \in e^1_2 \quad \text{and} \quad l^1_m = (l^1_m)_n, l^2_{m'} = (l^2_{m'})_n \right\}.$$
Lemma 1. For algorithm of distributed diagnosis with communication, if there exist \((x_1, l_1^f, (l_{1m}^1)_p, (l_{1m}^2)_n, l_{1m}^2) \in e_1^1, (x_2, l_2^f, (l_{2m}^1)_p, (l_{2m}^2)_n, l_{2m}^2) \in e_2^2\) that it is satisfied that 
\[l_{1m}^1 = (l_{1m}^1)_n, l_{1m}^2 = (l_{1m}^2)_n,\] then it is hold that \(x_1(P_e) = x_2(P_e)\).

Proof. It is easy to prove by induction using Eqs. 7 and 9. Thus, the detailed proof is omitted here.

Hence, the set \(\text{Merge}(e_1^1, e_2^2)\) can equivalently be defined as follows:
\[
\text{Merge}(e_1^1, e_2^2) = \{ (x_1(P_e - P_e)x_2(P_1), l_1^f,l_2^f) | \exists (x_1, l_1^f, (l_{1m}^1)_p, (l_{1m}^2)_n, l_{1m}^2) \in e_1^1, (x_2, l_2^f, (l_{2m}^1)_p, (l_{2m}^2)_n, l_{2m}^2) \in e_2^2 \text{ and } l_{1m}^1 = (l_{1m}^1)_n, l_{2m}^2 = (l_{2m}^2)_n \}.
\]

We prove the possible states set of centralized diagnosis process \(e^1\) can be recovered by the set \(\text{Merge}(e_1^1, e_2^2)\).

Theorem 1. Given the distributed system \(G\) and \(G_1, G_2\). Given an observable sequence \(s = \sigma_0\sigma_1\sigma_2\ldots\sigma_n\) and the possible states \(e^1\), \(e_1^1\) and \(e_2^2\) are defined as above. Then, \(e^1 = \text{Merge}(e_1^1, e_2^2)\).

Proof. We prove the theorem by induction.

Induction Base: \(e^0 = \text{Merge}(e_1^0, e_2^0)\).

Proof (of Induction Base): The initial state of centralized diagnosis process is \((x_0, l_{0f} = 0^n)\). From Eq. 1, we know that \((x, l_f) \in e^0\) and
\[
x = f(x_0, s) = \{ x_0 + W(s), l_f = L(x_0, l_{0f}, s) \}\].

Since addition is component-wise, Eq. 11 can be separated into two equations as
\[
x(P_1) = x_0(P_1) + W_{P_1}(s), \quad x(P_2) = x_0(P_2) + W_{P_2}(s).
\]

Based on the definition of distributed systems, \(x_{01} = x_0(P_1)\) and \(x_{02} = x_0(P_2)\).

Thus, from the definition of distributed systems and assumption \(C\) that unobservable transition dose not influence the common place, we have
\[
\begin{align*}
(x_1 = x(P_1), l_1^f = (l_f)_{P_1}, (l_{1m}^1)_p, (l_{1m}^2)_n, l_{1m}^2) & \in e_1^1, \quad \text{and} \\
(x_2 = x(P_2), l_2^f = (l_f)_{P_2}, (l_{2m}^1)_p, (l_{2m}^2)_n, l_{2m}^2) & \in e_2^2.
\end{align*}
\]

Here, \((l_{1m}^1)_n = l_{1m}^3 = (l_{2m}^1)_n = l_{2m}^3 = 0^r, r = |P_e|\). Conversely, if \(x_1^o \in e_1^1\) and 
\(x_2^o \in e_2^2\), then we have that \(\text{Merge}(x_1^o, x_2^o) \in e^0\).

It should be noted that \(x_1(P_e)x_2(P_e - P_e) = x_1(P_1 - P_e)x_2(P_2)\), since unobservable transition dose not influence the common places.
**Induction Hypothesis:** $e^i = \text{Merge}(e^i_1, e^i_2)$.

**Induction Step:** $e^{i+1} = \text{Merge}(e^{i+1}_1, e^{i+1}_2)$.

**Proof (of Induction Step):** Without loss of generality, we assume that $\sigma_i \in \Sigma_q = \{\lambda\}$.

The proof will be done by showing inclusion in both directions for these two sets.

$(\Leftarrow)$ If $(x, l_f) \in e^{i+1}$, then from Eq. 2 and 3 we know that there exist $(x', l_f') \in e^i$, $t \in T_1 \subseteq T, l_1(t) = l(t) = \sigma_i$ and $s = t_1t_2 \ldots t_{|s|} \in T_{uo}$, it holds that

$$x = f(x', ts) = x' + W(ts) \text{ is defined and } l_f = L(f(x', t), l_f', s).$$

(14)

Here $s$ can be empty. Since addition is component-wise, Eq. 14 can be separated into two equations as

$$x(P_1) = x'(P_1) + W_{P_1}(ts), \quad x(P_2) = x'(P_2) + W_{P_2}(ts).$$

(15)

From the induction hypothesis, we have

$$\begin{align*}
(x'_1 &= x'(P_1), (l_f^1)_p = (l_f^1)_{T_1}, (l^1_m)_n, (l^2_m)_n') \in e^i_1 \text{ and} \\
(x'_2 &= x'(P_2), (l_f^2)_p = (l_f^2)_{T_2}, (l^1_m)_n, (l^2_m)_n') \in e^i_2.
\end{align*}$$

(16)

Here, $(l^1_m)_n = (l^1_m)'$ and $(l^2_m)_n = (l^2_m)' \in Z^*, r = |P_2|$. Based on Eqs. 5, 6 and assumption $C$ that unobservable transitions dose not influence the common places, we have

$$\begin{align*}
(x_1, l_f^1, (l^1_m)_p &= (l^1_m)_n, (l^1_m)_n) = (l^1_m)_n - I(P_c, t) + O(t, P_c), (l^2_m)_n') \in e^{i+1}. \\
\end{align*}$$

(17)

Here, $x_1 = x(P_1)$ and $l_f^1 = (l_f)_{T_1}$.

By removing all transition $t_i \in T_1$ from the unobservable sequence $s = t_1t_2 \ldots t_{|s|} \in T_{uo}$, we have a transition sequence $s' = t_1^2t_2^2 \ldots t_{|s'|}^2 \in T_{uo2}$. With assumption $C$ that unobservable transitions do not influence the common places, $f(x'_2, s')$ is defined. From Eqs. 16 and 7, we have

$$\begin{align*}
(x'_2', (l_f^2)'_p, (l^1_m)'_p, (l^2_m)'_n, (l^1_m)'_n) \in e^i_2.
\end{align*}$$

(18)

Here, $x'_2 = f(x'_2, s')$ and $(l_f^2)'_p = L(x'_2, (l_f^2)'_p, s') = (l_f)_{T_2}$.

When the message is sent from the diagnosis process of component 1 to the diagnosis process of component 2, $(l^1_m)_p, (l^1_m)_n, (l^2_m)' \in \text{message}$ from Eqs. 17 and 8. Since $(l^1_m)_p = (l^1_m)'_p = (l^1_m)'_n$ and $(l^2_m)'_n = (l^2_m)'_n$, from Eq. 9, we have

$$\begin{align*}
(x_2, l_f)_{T_2}, (l^1_m)'_p, (l^2_m)'_n, (l^1_m)'_n) &\in e^{i+1}. \\
\end{align*}$$

(19)

Here, $x_2 = x'_2 - (l^1_m)_p + (l^2_m)_n = x'_2 - I(P_c, t) + O(t, P_c) = x(P_2)$.

$(\Rightarrow)$ It is similar to the proof of the converse statement proved in detail above, but the steps are followed in reverse order. Thus, the details of the proof are omitted.
3.3. A Simple Example

Consider the distributed discrete event system given in Fig. 1. In this section, we will use it to illustrate how the algorithm in above section running. We will also compare the algorithm given in Subsection 3.2 with the previous distributed fault diagnosis algorithm in (Genc and Lafortune, 2003).

Assuming the initial state for system is

\[
x_0(p_1, p_2, p_3, p_4, p_5, p_6, p_7) = (1, 0, 0, 1, 0, 0, 1).
\]

Assume the sequence of observable events is \(\beta_0 \beta_1 \beta_2 \beta_3\). \(t_3, t_6\) are the failure transitions to be diagnosed. Using the centralized diagnosis algorithm, the estimation set of possible states is given as following:

\[
e^0 = \{(1, 0, 0, 0, 1:0, 0)\},
\]

\[
e^1 = \{(0, 1, 1, 0, 0, 0:0, 0); (1, 0, 1, 1, 0, 0:1, 0);
(0, 1, 1, 0, 0, 1:0, 0); (1, 0, 0, 1, 0, 1:1, 0)\},
\]

\[
e^2 = \{(0, 1, 0, 0, 1, 0, 1:0, 0); (1, 0, 0, 0, 1, 0, 1:1, 0);
(0, 1, 0, 1, 0, 0, 1:0, 1); (1, 0, 0, 1, 0, 1:1, 1);
(0, 1, 1, 0, 0, 1, 0:0, 0); (1, 0, 1, 0, 1, 0:1, 0);
(0, 1, 0, 0, 0, 1, 1:0, 0); (1, 0, 0, 0, 0, 1, 1:1, 0)\},
\]

\[
e^3 = \{(1, 0, 0, 0, 1, 0, 1:1, 0); (0, 1, 1, 0, 1, 0, 0:1, 0);
(1, 0, 1, 0, 1, 0, 0:1, 0); (0, 1, 0, 0, 1, 0, 1:1, 0);
(1, 0, 0, 0, 1, 0, 1:1, 0); (1, 0, 0, 1, 0, 1:1, 1);
(0, 1, 1, 0, 0, 0:1, 1); (1, 0, 1, 1, 0, 0:1, 1);
(0, 1, 0, 1, 0, 0, 1:1, 1); (1, 0, 1, 0, 0, 1:1, 1);
(1, 0, 1, 0, 0, 1, 0:1, 0); (0, 1, 1, 0, 0, 1, 0:1, 0);
(1, 0, 0, 0, 0, 1, 1:1, 0); (0, 1, 0, 0, 0, 1, 1:1, 0)\}.
\]

Using the distributed diagnosis algorithm, the initial states for each component are

\[
x_{01}(p_1, p_2, p_3, p_7) = (1, 0, 0, 1) \quad \text{and} \quad x_{02}(p_4, p_5, p_6, p_7) = (1, 0, 0, 1).
\]
The estimation set of possible states is given as following:

\[ e_1^0 = \{ (1, 0, 0, 1, \cdot 0, \cdot 0, 0, 0, 0, 0, 0) \} \text{ and } e_2^0 = \{ (1, 0, 0, 0, 1, \cdot 0, 0, 0, 0, 0, 0) \}. \]

While observe the event \( \beta \),

\[ e_1^1 = \{ (0, 1, 1, 0, \cdot 0, 0, 0, \cdot 1, -1, \cdot 0, 0); (1, 0, 1, 0, \cdot 1, \cdot 0, 0, \cdot 1, -1, \cdot 0, 0); \\
(0, 1, 0, 1, \cdot 0, 0, 0, 0, 0, 0, 0); (1, 0, 0, 1, \cdot 1, \cdot 0, 0, \cdot 0, 0, 0, 0) \}. \]

Send a message to the diagnosis process of component 2,

\[ \text{message}(1) = \{ (0, 0, \cdot 0, 0, \cdot 0, 0); (0, 0, \cdot 1, -1, \cdot 0, 0) \}. \]

The estimation set of possible states of component 2 is updated as following.

\[ e_2^1 = \{ (1, 0, 0, 0, 1, \cdot 0, 0, 0, 0, 0, 0); (1, 0, 0, 1, 0, \cdot 0, 0, 0, 0, 0, 0, 0, \cdot 1, -1) \}. \]

Similarly, the second observed event is \( \alpha \), hence

\[ e_2^2 = \{ (0, 0, 1, 0, 1, \cdot 0, \cdot 0, 0, 0, 0, 0); (0, 0, 1, 1, 0, 0, \cdot 0, 0, 0, 0, 0, 0, \cdot 1, -1); \\
(0, 1, 0, 0, 0, 0, 0, \cdot 1, -1, \cdot 0, 0); (1, 0, 0, 0, 0, 1, \cdot 0, 0, 0, \cdot 1, -1, 1, -1) \}, \]

\[ \text{message}(2) = \{ (0, 0, \cdot 0, 0, \cdot 0, 0); (0, 0, \cdot 0, 0, \cdot 1, -1, 1); (0, 0, \cdot 1, -1, 1, -1) \}, \]

\[ e_2^3 = \{ (0, 1, 0, 1, 0, \cdot 0, 0, 0, \cdot 1, -1, 1, -1, \cdot 0, 0); (1, 0, 1, 0, \cdot 0, 0, 0, \cdot 1, -1, 1, -1, \cdot 0, 0) \}; \\
(0, 1, 0, 1, 0, 0, \cdot 0, 0, 0, 0, 0, \cdot 1, -1, 1, -1), (1, 0, 0, 1, \cdot 1, \cdot 0, 0, \cdot 1, -1, 1, -1, \cdot 0, 0) \}; \\
(0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, \cdot 1, 0, 0, 0, 0, 0) \}. \]

The third observed event is \( \beta \), hence

\[ e_1^3 = \{ (0, 1, 0, 0, \cdot 1, 0, 0, 0, 0, 0, 0, 0); (0, 1, 0, 1, \cdot 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) \}; \\
(0, 1, 1, 0, 0; \cdot 1, 0, 0, \cdot 1, -1, 1, -1, 1, -1, \cdot 0, 0); (1, 0, 1, 0, 0; \cdot 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) \}; \\
(0, 1, 0, 1, \cdot 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) \}. \]
message(3) = \{ (0, 0, \cdot 0, 0, \cdot 0, 0); (0, 0, \cdot 1, 0, 0, 0); (1, -1, \cdot 1, -1, 0, 0); \\
(1, -1, 1, -1, 1, 1); (1, -1, 2, -1, 1, 1) \}\),

e_3^2 = \{ (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, -1, -1, 1); \\
(0, 1, 0, 0, 0, 0, 0, 0, -1, 1, 1, 1, 1, 1, 1, 1, -1, -1, -1, -1, -1); \\
(0, 1, 0, 1, 0, 0, 0, 0, -1, 1, 2, -2, 1, 0, 0, -1, 1, 2, -2) \}.

It can be determined that the failure transition \( t_3 \) has occurred, because of \( l_i^1(3) = 1 \) for any \( x_{i_a} \in e_i^1 \). Meanwhile, the occurrence of failure transition \( t_0 \) is undetermined. Comparing the above diagnosis results of centralized algorithm and distributed algorithm, it can be verified that \( e_i = Merge(e_i^1, e_i^2) \), \( i = 0, 1, 2, 3 \), i.e., the distributed algorithm recovers the same diagnostic information as the centralized diagnosis algorithm.

For the previous distributed diagnosis algorithm proposed in (Genc and Lafortune, 2003), the message label for state \( x_{i_a} \) of each local diagnosis process is defined as the sequence of change for common places, i.e., the messages for above example should be

message(1) = \{ (0, 0); (1, -1) \},

message(2) = \{ (0, 0, \cdot 0, 0); (1, -1, \cdot 0, 0); (1, -1, \cdot 1, 1) \},

message(3) = \{ (0, 0, \cdot 0, 0, \cdot 0, 0); (1, -1, \cdot 0, 0, \cdot 0, 0); \\
(1, -1, \cdot -1, 1, \cdot 1, 1, -1); (1, -1, \cdot 1, 1, \cdot 1, 1) \}.

Hence, for any message label in message(\( k \)) and state \( x_{i_a} \), its size will grow up unbounded along with observable events sequence. Although it is claimed in (Genc and Lafortune, 2003) that the message labels can be truncated and the upper bounds on the size of message labels can be determined based on the structure of the Petri net, the upper bound on the size of message label is not given and the truncation process is very complex.

Different with the algorithm in (Genc and Lafortune, 2003), we defined the message label as Eq. 8. For local diagnosis process of component \( i \), \( (l_m^i)_p \) is the totally influence for component \( i \) on common places before the observable event and \( (l_m^i)_n \) is the totally influence for component \( i \) on common places after the observable event. \( l_m^i \) is the total influence for component \( j \) and \( i \neq j \). Our results show that the state estimation of local diagnosis process is independent of the sequence of change for common places, but only depend on the totally influence for each component on the common places. The size of message label and states \( x_{i_a} \) are bounded and will not grow up along with the observable events sequence. Consequently, the complex truncation process also needn’t in the on-line fault diagnosis processes.
4. Distributed Fault Diagnosis Using OBDD

As shown in above, no matter the centralized or the distributed algorithm, it is required to estimating the possible state of system on-line. In large scale and complex systems, this will result bring forth the state explosion problem. In this section, we introduce the OBDD method to manage the state explosion problem in diagnosis process.

For a given weighted and bounded Petri net, the set of system states can be encoded as Boolean functions and be represented using OBDD. Then, the dynamic behaviors of system can be represented as the operation of Boolean functions using OBDD. A Petri net \((N = (P, T, I, O), x_0)\) is said to be a safe net if \(I: P \times T \to \{1, 0\}\), \(O: T \times P \to \{1, 0\}\), and it holds that \(x(p) \leq 1\) for any reachable state \(x\) of the system \(\forall p \in P\). Here, we consider case that the Petri net model of the system is safe and briefly represent the symbolic analysis of Petri net using OBDD. For the bounded Petri net, it is similar to the safe case studied here. More details for of symbolic analysis of bounded Petri net using OBDD are referred to (Pastor et al., 2001).

Encode State: For a given safe Petri net \((N = (P, T, I, O), x_0)\), the state space is \(X = \{0, 1\}^n\). And the fault label with system state is \(l_f \in \Delta = \{0, 1\}^m\). Hence, the state of the diagnosis process \(x_d = (x, l_f)\) can be encoded as a Boolean function

\[
F(x_d) = \prod_{i=1}^{m} p_i \prod_{j=1}^{l} \bar{p}_j \prod_{k=1}^{l_T} l_k \prod_{r=1}^{l_T} \bar{l}_r,
\]  

where \(x(p_i) = 1\), \(x(p_j) = 0\), \(l_f(k) = 1\) and \(l_f(r) = 0\). A set of states \(M\) can be encoded as \(F_M = \bigvee_{x_d \in M} F_{x_d}\).

Encode Transition: Given a transition \(t \in T\), the enable function is defined as follows

\[
E_t = \prod_{p \in t} p.
\]

And the transition function \(\delta_t = (\delta^t_1, \ldots, \delta^t_{|P| + |P| + |T_f|})\) defines how the content of each place is transformed as a result of firing at marking in which it is enabled. The function is defined as follows

\[
\delta^t_i(p_1 \ldots p_i | P| l_1 \ldots l_{|T_f|}) = \begin{cases} 
1 & \text{if } (p_i \in t^*), \\
0 & \text{if } (p_i \in ^*t) \land (p_i \notin t^*), \\
p_i & \text{otherwise},
\end{cases} \quad i = 1, \ldots, |P|.
\]

And

\[
\delta^t_i(p_1 \ldots p_i | P| l_1 \ldots l_{|T_f|}) = \begin{cases} 
1 & \text{if } t^i = f_i \in T_f, \\
l_i & \text{otherwise},
\end{cases} \quad i = |P| + 1, \ldots, |P| + |T_f|.
\]

Dynamic Behavior of System: For a given state set \(M\) and a given transition \(t\), the set resulted after the firing of \(t\) is

\[
\delta^t(F_M \bullet E_t).
\]
By iteratively using Eq. 24 in bounded steps, we can compute the reachable states set for the entire system, denoted as $\delta_T(F_M)$.

An ordered binary decision diagram (OBDD) (Pastor et al., 2001; Bryant, 1986) is a directed acyclic graph (DAG) representation of a Boolean expression. Generally, it is exponentially more compact than its corresponding truth table representation. There are many efficient algorithms to perform all kinds of logic operations on OBDD’s. It is well-known that the problem satisfiability of Boolean expressions is NP-complete, but for the OBDD of a Boolean function $f(x_1, x_2, \ldots, x_n)$, denoted $D(f)$, the time complexity of checking its satisfiability is $O(n)$, where $n$ is the number of variables. So once the OBDD of a Boolean function is built, its satisfiability will be verified in polynomial time. In addition, the choice of variable ordering of $x_1, x_2, \ldots, x_n$ can have a significant impact on the size of its OBDD. A person with some understanding of the problem domain can generally choose an appropriate variable ordering without difficulty to build an OBDD in acceptable size (generally, in polynomial size). Furthermore, if binary encoding is applied, an arbitrary integer variable can be expressed by an OBDD vector, whose each OBDD element represents one binary bit of that integer variable. Consequently, any algebraic expression only including integers and integer variables can be represented by OBDD’s.

Based on the OBDD representation of system dynamic behavior, we rewrite the Distributed Algorithm using OBDD as follows.

**Distributed Diagnosis with Communication (Based on OBDD).** Given that the observable event sequence $s = \sigma_0 \sigma_1 \sigma_2 \ldots \sigma_n$, where $|s| = n + 1$ and $\sigma_i \in \Sigma - \{\lambda\}$,

1. Initialize the algorithm $i := 0$. Estimate the initial possible state of each component as follows
   \[
   e_1^0 = \{ \delta_{T_{\omega_1}}(F(x_0, l_{01}), (l_{00^n})_p, (l_{00^n})_n, l_{00^n}) \};
   \]
   \[
   e_2^0 = \{ \delta_{T_{\omega_2}}(F(x_0, l_{02}), (l_{00^n})_p, (l_{00^n})_n) \};
   \]

2. Upon observation of $\sigma_i$, do {if $\sigma_i \in \Sigma_1$, then go to 3, else go to 4}.
3. [Master is the diagnosis process of component 1].

3.1. Compute the estimation of component 1 as follows:
   \[
   e_1^{i+1} = \cup_{t \in T_1 \land l(t) = \sigma_i} \{ \delta'(F_M \bullet E_t, (l_{1n}^1)_n, (l_{1n}^1)_n) - I(P_e, t) + O(t, P_e, l_{1n}^2) | \exists (F_M, (l_{1n}^1)_p, (l_{1n}^1)_n, l_{1n}^2) \in e_1^i \}. \]
   (27)

3.2. Compute the possible state of component 1 as follows:
   \[
   e_1^{i+1} = \{ \delta_{T_{\omega_1}}(F_M, (l_{1n}^1)_p, (l_{1n}^1)_n, l_{1n}^2) | \exists (F_M, (l_{1n}^1)_p, (l_{1n}^1)_n, l_{1n}^2) \in e_1^{i+1} \}. \]
   (28)

3.3. Send a message to the diagnosis process of component 2:
   \[
   message := \{ (l_{1n}^1)_p, (l_{1n}^1)_n, l_{1n}^2) | \exists (F_M, (l_{1n}^1)_p, (l_{1n}^1)_n, l_{1n}^2) \in e_1^{i+1} \}. \]
   (29)
3.4. Upon reception of this message, update the set of possible state of component 2 update as follows:

\[ e_{i+1}^2 = \left\{ \delta^m(F_M), (l_1^m)_{p}, (l_2^m)_{n} \mid \exists(F_M, (l_1^m)_{p}, (l_2^m)_{n} = e_{i}^2, (l_1^m)_{p}, (l_2^m)_{n} \in \text{message}, \right\} \] (30)

Here \( \delta^m = (\delta_1^m, \ldots, \delta_{|P_2|}^m, \delta_{|P_2|+1}^m, \ldots, \delta_{|P_2|+|T_f|}^m) \) is the transition according to message defined as follows

\[ \delta_{i}^m(p_1 \ldots p_{|P_2|}^1 \ldots l_{|T_f|}^1) = \begin{cases} 1 & \text{if } (l_1^m)_{p_1} - (l_1^m)_{p_1} = 1, \\ 0 & \text{if } (l_2^m)_{p_2} - f(l_1^m)_{p_2} = 1, \\ p_i & \text{otherwise, } i = 1, \ldots, |P_2|, \end{cases} \] (31)

and

\[ \delta_{i}^m(p_1 \ldots p_{|P_2|}^1 \ldots l_{|T_f|}^1) = l_i, \quad \forall i = |P| + 1, \ldots, |P| + |T_f|. \] (32)

3.5. Increment \( i \).

4. {Master is the diagnosis process of component 2}. Same as 3 but change 1 and 2 in every expression.

It should be noted that here the elements of \( e_1 \) and \( e_2 \) are state sets with message label. The transition according to message is defined at Eqs. 31 and 32 to modify the state corresponding to message.

5. Conclusion

In this paper, we improve the algorithm of distributed diagnosis with communication defined in (Genc and Lafortune, 2003) and apply it to the distributed systems. The new algorithm proposed here has a simpler communication protocol between diagnosis processes of different components. The size on state \( x_i \) and message exchanged between different local diagnosis processes is bounded. Moreover, the OBDD is introduced to manage the state explosion problem in state estimation of system. In this paper, we assume that the diagnosis process of different components can communicate with each other correctly and without delaying. A necessary future extension of the algorithm is to tackle with communication delay and message losing.
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