A VIKOR-Based Approach to Group Decision Making With Uncertain Preference Ordinals and Incomplete Weight Information
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Abstract. In this paper, we focus on group decision making problems with uncertain preference ordinals, in which the weight information of decision makers is completely unknown or partly unknown. First of all, the consistency and deviation measures between two uncertain preference ordinals are defined. Based on the two measures, a multi-objective optimization model which aims to maximize the deviation of each decision maker’s judgements and the consistency among different decision makers’ judgements is established to obtain the weights of decision makers. The compromise solution method, i.e. the VIKOR method is then extended to derive the compromise solution of alternatives for group decision making problems with uncertain preference ordinals. Finally, three examples are utilized to illustrate the feasibility and effectiveness of the proposed approach.
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1. Introduction

Group decision making is a common activity occurring in our daily life, which usually needs a group of decision makers or experts to get involved (Hwang and Yoon, 1987; Zeng et al., 2013; Liu and Liu, 2014; Wan and Dong, 2014). In general, there are usually two types of group decision making problems. One is called multi-attribute group decision making which requires decision makers to provide their assessments with regard to some attributes (Zavadskas and Turskis, 2011; Antucheviciene et al., 2011; Balezentis et al., 2012; Liu, 2012; Liu and Wang, 2014), and the other is group decision making based on preference structures. For the latter, decision makers are required to express their preference using utility values (Tanino, 1990), preference ordinals (Chiclana et al., 1996), multiplicative preference relations (Saaty, 1977), fuzzy preference relations (Orlovsky, 1978) or linguistic preference relations (Herrera et al., 1995; Zhang and Guo, 2014b). In the last decades, dozens of approaches have been proposed to deal with group decision making problems with different preference structures.
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(Herrera-Viedma et al., 2002; Ma et al., 2006; Bregar et al., 2008; Sadeghi et al., 2012; Zhang and Guo, 2014a).

Compared with other preference structures, the preference ordinal is easier to be accepted and utilized by decision makers due to its simplicity, which only needs experts to give the ranking of alternatives. However, due to the uncertainty and complexity of the decision environment or lack of knowledge, decision makers sometimes cannot provide exact preference ordinals over alternatives and the preference information is usually provided in the form of uncertain preference ordinals (González-Pachón and Romero, 2001; Fan et al., 2010; Xu, 2013). The uncertain preference ordinal (also called interval preference ordering), was initially introduced by González-Pachón and Romero (2001) as a collection of positive integer ranges given for providing the possible order positions of a set of alternatives. A typical example was presented in Fan and Liu (2010) as follows: a consumer wants to buy a car among four colour cars (black, white, blue and yellow). The preference information provided by the consumer, for instance, “the black one is ranked top 2 and the blue one is second or third” is a typical form of uncertain preference ordinals.

The use of uncertain preference ordinals is becoming more and more common in the real world, and the research on group decision making with uncertain preference ordinals has received more and more attention. González-Pachón and Romero (2001) proposed an interval goal programming-based approach to aggregating individual uncertain preference ordinals under group decision making environment. González-Pachón et al. (2003) also established an interval goal programming model to deal with multi-criteria decision making problems, in which uncertain preference ordinals and pairwise comparison matrix are involved. Wang et al. (2005) developed a linear programming-based approach to obtain the ranking from a set of preference ordinals by estimating a utility interval for each alternative and each preference ordinal. To aggregate uncertain preference ordinals and cardinal preferences, González-Pachón and Romero (2009) defined a collective choice function to measure the compromise consensus degree and established a goal programming model to derive the ranking of alternatives. Recently, Fan et al. (2010) transformed uncertain preference ordinals into probability vectors and established an optimization model based on the collective probability matrix of alternatives to obtain the ranking of alternatives. By considering different cases for comparing uncertain preference ordinals, Fan and Liu (2010) defined the possibility degree formula to compare two uncertain preference ordinals and established some optimization models to derive the ranking of alternatives. You et al. (2012) developed an assignment method to deal with group decision making problems with uncertain preference ordinals by transforming uncertain preference ordinals into ordinal frequencies. For group decision making with interval utility values and uncertain preference ordinals, Xu and Cai (2013) developed a consensus model which can help decision makers reach consensus effectively.

Most of the above mentioned work addresses the case in which the weight information of decision makers is completely known. If the weight information of decision makers is partly unknown or completely unknown, the approaches will not work well. Indeed, in the process of group decision making, many scholars have assumed that all the experts have the same importance. However, due to the culture and education background,
the familiarity with the alternatives and the evaluation level of decision makers, there are significant differences among the decision quality for different decision makers. Consequently, sometimes it is unreasonable to assign equal weights to different decision makers. How to determine the weights of decision makers is quite important for group decision making problems (Xu and Cai, 2012). In recent years, some approaches have been proposed to determine the weights of decision makers. For instance, for multi-attribute group decision making problems with real numbers or interval numbers, Xu (2011) established a quadratic programming model, which can maximize the consensus among decision makers, to determine the weights of decision makers. Chen et al. (2011) investigated the compatibility of uncertain additive linguistic preference relations and established a mathematical model to obtain the weights of experts based on the criterion of minimizing the compatibility in group decision making. Yue (2011, 2012) employed the TOPSIS (technique for order preference by similarity to ideal solution) method and the projection method to determine the weights of decision makers under different environments. Although some work has been conducted on the determination of decision makers’ weights, little work is devoted to determine the weights of decision makers for group decision making with uncertain preference ordinals. In a recent work, for group decision making with uncertain preference ordinals, Xu (2013) established a nonlinear programming model by minimizing the divergences between the individual uncertain preferences and the group’s opinions to determine decision makers’ relative importance weights. However, the proposed method usually assigns equal weights to different decision makers and cannot distinguish the importance of decision makers effectively (Xu et al., 2014). Thus, there is a need to develop some other methods to derive the weights of decision makers.

In Xu (2013)’s work, the TOPSIS method is utilized to derive the final ranking of alternatives. However, the TOPSIS method determines a solution with the shortest distance from the positive ideal solution and the farthest distance from the negative ideal solution, but it does not take the relative importance degrees of these distances into account (Opricovic and Tzeng, 2004). As suggested by Xu (2013), the compromise solution method may be utilized to deal with such group decision making problems. The VIKOR (vlekriterijumska optimizacija i kompromisno rešenje in serbian) method proposed by Opricovic (1998) can determine compromise solutions for a problem with conflicting criteria and help the decision makers to reach a final decision. The main idea of the VIKOR method is to obtain compromise solutions based on the $L_p$ metric which was used as an aggregation function in the compromise programming by Yu (1973). Due to its distinct characteristics and capabilities, the VIKOR method has been extended to other environments and different variants of the VIKOR method have been developed, such as fuzzy VIKOR (Fouladgar et al., 2012; Kaya and Kahraman, 2011), linguistic VIKOR (Liu and Wu, 2012), intuitionistic fuzzy VIKOR (Park et al., 2011) and hesitant fuzzy VIKOR (Liao and Xu, 2013). In addition, the VIKOR method has been applied to solve different practical decision making problems. For instance, Yücenur and Demirel (2012) determined the priority ranking of alternative Turkish insurance companies for the evaluating of suitability of their purchasable based on the fuzzy VIKOR. Liu et al. (2013a) developed an IOWA-based VIKOR method to reflect the complex attitudinal character of the decision
maker and applied it for the selection of materials. Liu et al. (2013b) proposed a VIKOR-based fuzzy multi-criteria decision making method to assess health-care waste disposal methods. Alimardani et al. (2013) utilized the step-wise weight assessment ratio analysis (SWARA) and the VIKOR method for supplier selection in an agile environment. Shen et al. (2014) combined the VIKOR method and DANP for solving glamour stock selection problem based on fundamental analysis. Rezaie et al. (2014) utilized an integrated fuzzy AHP-VIKOR method to evaluate the performance of Iranian cement firms. Although the VIKOR method is quite useful for dealing with multi-criteria (group) decision making problems, there is no work that extends it to deal with group decision making problems based on uncertain preference ordinals. Therefore, in addition to proposing a method to determine the weights of decision makers, this paper also extends the VIKOR method to group decision making with uncertain preference ordinals.

The rest of this paper is organized as follows. In Section 2, some preliminaries related to uncertain preference ordinals are provided. In Section 3, some optimization models are established to determine the weights of decision makers. Moreover, the VIKOR method is extended to deal with group decision making problems with uncertain preference ordinals. Afterwards, three examples are presented to illustrate the proposed approach in Section 4. The proposed approach is compared with some existing approaches in Section 5. Finally, some conclusions are provided in Section 6.

2. Preliminaries

In this section, some preliminaries about uncertain preference ordinals are reviewed.

**Definition 1.** (See Fan et al., 2010.) Let $Z^+$ be the set of positive integers. An uncertain preference ordinal $\tilde{r}$ is expressed as $\tilde{r} = \{r^L, r^L + 1, \ldots, r^U\}$, where $r^L, r^L + 1, \ldots, r^U \in Z^+$, $r^L \leq r^U$ and $r^L, r^U$ are the lower bound and upper bound of $\tilde{r}$, respectively. Particularly, if $r^L = r^U$, then $\tilde{r}$ will be reduced to a preference ordinal.

By Definition 1, we know that $\tilde{r}$ is a discrete set. For simplicity, we denote $\tilde{r}$ as $\tilde{r} = [r^L, r^U]$. For example, assume that there are five alternatives to be considered. If a decision maker considers the possible ranking of an alternative be the first, second and third, then the evaluation information of the decision maker can be denoted by an uncertain preference ordinal $\tilde{r} = \{1, 2, 3\}$. For simplicity, we denote it as $[1, 3]$. Obviously, the smaller the ranking, the better the alternative.

In what follows, we define the consistency and deviation measures between two uncertain preference ordinals.

**Definition 2.** Let $\tilde{r}_1$ and $\tilde{r}_2$ be two uncertain preference ordinals, then the consistency between $\tilde{r}_1$ and $\tilde{r}_2$ is defined as

$$\text{con}(\tilde{r}_1, \tilde{r}_2) = \frac{\#(\tilde{r}_1 \cap \tilde{r}_2)}{\max\{\#(\tilde{r}_1), \#(\tilde{r}_2)\}},$$

where $\#(\tilde{r})$ denotes the number of the elements in $\tilde{r}$. 
Obviously, we have the following properties:

1. \(0 \leq \text{con}(\tilde{r}_1, \tilde{r}_2) \leq 1\);
2. \(\text{con}(\tilde{r}_1, \tilde{r}_2) = 1\) if and only if \(r_1 = r_2\);
3. \(\text{con}(\tilde{r}_1, \tilde{r}_2) = \text{con}(\tilde{r}_2, \tilde{r}_1)\).

Accordingly, the deviation between \(\tilde{r}_1\) and \(\tilde{r}_2\) is defined as

\[
dev(\tilde{r}_1, \tilde{r}_2) = 1 - \text{con}(\tilde{r}_1, \tilde{r}_2) = 1 - \frac{\#(\tilde{r}_1 \cap \tilde{r}_2)}{\max\{\#(\tilde{r}_1), \#(\tilde{r}_2)\}}.
\]  

Example 1. Let \(\tilde{r}_1 = [2, 4]\), \(\tilde{r}_2 = [2, 3]\), \(\tilde{r}_3 = [3, 5]\) be three uncertain preference ordinals, then we can use Definition 2 to calculate the consistency between any two uncertain preference ordinals as follows.

As \(\tilde{r}_1 \cap \tilde{r}_2 = [2, 3, 4] \cap [2, 3] = [2, 3]\), \(\tilde{r}_1 \cap \tilde{r}_3 = [2, 3, 4] \cap [3, 4, 5] = [3, 4]\), \(\tilde{r}_2 \cap \tilde{r}_3 = [2, 3] \cap [3, 4, 5] = [3]\), we have

\[
\text{con}(\tilde{r}_1, \tilde{r}_2) = \frac{\#(\tilde{r}_1 \cap \tilde{r}_2)}{\max\{\#(\tilde{r}_1), \#(\tilde{r}_2)\}} = \frac{2}{3} \approx 0.667,
\]
\[
\text{con}(\tilde{r}_1, \tilde{r}_3) = \frac{\#(\tilde{r}_1 \cap \tilde{r}_3)}{\max\{\#(\tilde{r}_1), \#(\tilde{r}_3)\}} = \frac{2}{3} \approx 0.667,
\]
\[
\text{con}(\tilde{r}_2, \tilde{r}_3) = \frac{\#(\tilde{r}_2 \cap \tilde{r}_3)}{\max\{\#(\tilde{r}_2), \#(\tilde{r}_3)\}} = \frac{1}{3} \approx 0.333.
\]

Similarly, we have \(\text{dev}(\tilde{r}_1, \tilde{r}_2) = \text{dev}(\tilde{r}_1, \tilde{r}_3) = 1 - 0.667 = 0.333, \text{dev}(\tilde{r}_2, \tilde{r}_3) = 1 - 0.333 = 0.667\).

Definition 3. Let \(\tilde{r}_1 = [r^L_1, r^U_1]\) and \(\tilde{r}_2 = [r^L_2, r^U_2]\) be two uncertain preference ordinals, then the distance between \(\tilde{r}_1\) and \(\tilde{r}_2\) is defined as

\[
dis(\tilde{r}_1, \tilde{r}_2) = \frac{1}{2}(|r^L_1 - r^L_2| + |r^U_1 - r^U_2|).
\]  

3. Group Decision Making with Uncertain Preference Ordinals

In this section, an approach to group decision making with uncertain preference ordinals is proposed. For convenience of analysis, we first give a description of the group decision making problem. Let \(A = \{A_1, A_2, \ldots, A_n\}\), \(n \geq 2\) be the set of alternatives, where \(A_i\) is the \(i\)th alternative, \(i = 1, 2, \ldots, n\), and \(E = \{E_1, E_2, \ldots, E_m\}\), \(m \geq 2\) be the set of decision makers, where \(E_j\) is the \(j\)th decision maker, \(j = 1, 2, \ldots, m\). The weight vector of the decision makers is \(w = (w_1, w_2, \ldots, w_m)^T\), where \(w_j\) denotes the importance of the \(j\)th decision maker such that \(\sum_{j=1}^{m} w_j = 1\), \(0 \leq w_j \leq 1\), \(j = 1, 2, \ldots, m\). For the \(i\)th alternative, the \(j\)th decision maker gives his/her uncertain preference ordinal evaluation as \(\tilde{r}_{ij} = [r^L_{ij}, r^U_{ij}], i = 1, 2, \ldots, n, j = 1, 2, \ldots, m\). In addition, the weight information of the decision makers is completely unknown or partly unknown. For the latter case, the partly
known weight information may involve the following five forms (Kim and Han, 1999; Zhang and Guo, 2012):

1. \( \{ w_i \geq w_j \} \);
2. \( \{ w_i - w_j \geq \alpha_i \} \), \( \alpha_i > 0 \);
3. \( \{ w_i \geq \beta_i w_j \} \), \( \beta_i \in [0,1] \);
4. \( \{ w_i - w_j \geq w_k - w_l, j \neq k \} \);
5. \( \{ \gamma_i \leq w_i \leq \gamma_i + \varepsilon_i \}, \varepsilon_i > 0 \).

where \( i \neq j, i, j, k, l \in \{1, 2, \ldots, m\} \). These formats of incomplete weight information can construct a weight vector space \( W \), which means that the weight vector of the decision makers can be derived as Xu (2013)

When the weight information of the decision makers is completely unknown, Xu (2013) proposed a formula to determine the weight vector of the decision makers as follows. Let

\[
\tilde{Q} = \begin{pmatrix}
\sum_{i=1}^{n} m((r_{i1}^L)^2 + (r_{i1}^U)^2) & \sum_{i=1}^{n} m(r_{i1}^L r_{i2} + r_{i2} r_{i1}) & \cdots & \sum_{i=1}^{n} m(r_{i1}^L r_{im} + r_{i2}^L r_{im}) \\
\sum_{i=1}^{n} m(r_{i1}^L r_{i2} + r_{i2} r_{i1}) & \sum_{i=1}^{n} m((r_{i2}^L)^2 + (r_{i2}^U)^2) & \cdots & \sum_{i=1}^{n} m(r_{i2}^L r_{im} + r_{i2}^L r_{im}) \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{i=1}^{n} m(r_{im} r_{i2} + r_{i2}^L r_{im}) & \sum_{i=1}^{n} m(r_{im} r_{i2} + r_{i2} r_{im}) & \cdots & \sum_{i=1}^{n} m((r_{im}^L)^2 + (r_{im}^U)^2)
\end{pmatrix}
\]

(4)

\[
\tilde{\rho} = \left( \sum_{k=1}^{m} \sum_{i=1}^{n} (r_{ik}^L r_{ik}^L + r_{ik}^U r_{ik}^U), \sum_{k=1}^{m} \sum_{i=1}^{n} (r_{ik}^L r_{ik}^L + r_{ik}^L r_{ik}^U), \ldots, \sum_{k=1}^{m} \sum_{i=1}^{n} (r_{ik}^L r_{ik}^L + r_{ik}^U r_{ik}^U) \right)^T,
\]

(5)

and \( e = (1, 1, \ldots, 1)^T \), then the weight vector \( w \) can be derived as Xu (2013)

\[
w = \frac{\tilde{Q}^{-1} e (1 - e^T \tilde{Q}^{-1} \tilde{\rho})}{e^T \tilde{Q}^{-1} e} + \tilde{Q}^{-1} \tilde{\rho}.
\]

(6)

For Eq. (6), we have the following theorem (Xu et al., 2014).

**Theorem 1.** The weight vector obtained by Eq. (6) is \( w = (1/m, 1/m, \ldots, 1/m)^T \).

By Theorem 1, it can be concluded that equal weights (1/m) are assigned to the decision makers, which seems meaningless to some extent. Although Xu et al. (2014) proposed an alternative method to determine the weight vector of decision makers, this method cannot deal with the situation when the weight information is partly unknown.
To determine the weight vector more objectively, an approach is proposed in the following section. The basic ideas are as follows: (1) For a single decision maker, if there exists less deviation among the alternatives from his/her opinion, then he/she will contribute less to the ranking result. Thus the weight vector should be determined to maximize the deviation among the evaluation of the alternatives for each decision maker. (2) On the other hand, for a group decision making problem, the opinion on the alternatives among different decision makers should be as close to each other as possible. If a decision maker’s evaluation is more consistent with others, more weight should be assigned to the decision maker. Based on the above ideas, we can determine the weight vector of the decision makers as follows.

For the $j$th decision maker, the average deviation between his/her evaluation on the $i$th alternative and other alternatives can be calculated as

$$d_{ij} = \frac{1}{n-1} \sum_{l=1, l \neq i}^{n} \text{dev}(r_{ij}, r_{lj}) = \frac{1}{n-1} \sum_{l=1, l \neq i}^{n} \left( 1 - \frac{\#(\tilde{r}_{ij} \cap \tilde{r}_{lj})}{\max\{\#(\tilde{r}_{ij}), \#(\tilde{r}_{lj})\}} \right).$$  \hspace{1cm} (7)

The overall deviation degree among the $j$th decision maker’s evaluation on all the alternatives is calculated as

$$d_j = \frac{1}{n} \sum_{i=1}^{n} d_{ij} = \frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{l=1, l \neq i}^{n} \left( 1 - \frac{\#(\tilde{r}_{ij} \cap \tilde{r}_{lj})}{\max\{\#(\tilde{r}_{ij}), \#(\tilde{r}_{lj})\}} \right). \hspace{1cm} (8)$$

Similarly, for the $i$th alternative, the average consistency degree between the $j$th decision maker’s evaluation and other decision makers’ evaluation can be calculated as

$$s_{ij} = \frac{1}{m-1} \sum_{l=1, l \neq j}^{m} \text{con}(\tilde{r}_{ij}, \tilde{r}_{il}) = \frac{1}{m-1} \sum_{l=1, l \neq j}^{m} \frac{\#(\tilde{r}_{ij} \cap \tilde{r}_{il})}{\max\{\#(\tilde{r}_{ij}), \#(\tilde{r}_{il})\}}. \hspace{1cm} (9)$$

The overall consistency degree between the $j$th decision maker’s evaluation and other decision makers’ evaluation on all the alternatives is calculated as

$$s_j = \frac{1}{n} \sum_{i=1}^{n} s_{ij} = \frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{l=1, l \neq j}^{m} \frac{\#(\tilde{r}_{ij} \cap \tilde{r}_{il})}{\max\{\#(\tilde{r}_{ij}), \#(\tilde{r}_{il})\}}. \hspace{1cm} (10)$$

To determine the weight vector of the decision makers, we establish the following optimization model:
\[
\begin{align*}
\max d(w) &= \sum_{j=1}^{m} w_j d_j \\
\min s(w) &= \sum_{j=1}^{m} w_j s_j \\
\text{s.t. } w &= (w_1, w_2, \ldots, w_m)^T \in W; \\
\sum_{j=1}^{m} w_j &= 1; \\
w_j &\geq 0, \ j = 1, 2, \ldots, m.
\end{align*}
\] (M-1)

By using the simple weighted sum method, the above model (M-1) is transformed into a single-objective optimization model as
\[
\begin{align*}
\max z(w) &= \sum_{j=1}^{m} w_j (\lambda d_j + (1-\lambda) s_j) \\
\text{s.t. } w &= (w_1, w_2, \ldots, w_m)^T \in W; \\
\sum_{j=1}^{m} w_j &= 1; \\
w_j &\geq 0, \ j = 1, 2, \ldots, m.
\end{align*}
\] (M-2)

In the model (M-2), the parameter \( \lambda \) reflects the compromise between the deviation of a single decision maker’s evaluation and the consistency among different decision makers’ evaluation. If \( \lambda > 0.5 \), the deviation of a single decision maker’s evaluation is more preferred; if \( \lambda < 0.5 \), the consistency among different decision makers’ evaluation is more preferred. Particularly, if \( \lambda = 1 \), only the deviation of a single decision maker’s evaluation is considered; if \( \lambda = 0 \), only the consistency among different decision makers’ evaluation is considered. The value of \( \lambda \) can be set according to actual situations. By solving the model (M-2), the weight vector of the decision makers can be derived.

Obviously, the case when the weight information is completely unknown can be considered as a special case of the model (M-2) by eliminating the constraint \( w \in W \). However, unreasonable result will be yielded. Since the model is a linear programming model, the weight will be derived as 1 for \( w_j \) with the largest coefficient in the objective function and 0 for other \( w_j \). To avoid such situation, we use a nonlinear constraint \( \sum_{j=1}^{m} w_j^2 = 1 \) to replace the linear constraint \( \sum_{j=1}^{m} w_j = 1 \) (Wang, 1998; Wu and Chen, 2007). After obtaining the solution, we can normalize the weight vector to satisfy \( \sum_{j=1}^{m} w_j = 1 \). Therefore, the optimization model (M-2) can be revised as
\[
\begin{align*}
\max z(w) &= \sum_{j=1}^{m} w_j (\lambda d_j + (1-\lambda) s_j) \\
\text{s.t. } \sum_{j=1}^{m} w_j^2 &= 1; \\
w_j &\geq 0, \ j = 1, 2, \ldots, m.
\end{align*}
\] (M-3)
To solve the model (M-3), the following Lagrangian function is constructed:

\[
L(w, \theta) = \sum_{j=1}^{m} w_j (\lambda d_j + (1 - \lambda) s_j) + \frac{1}{2} \theta \left( \sum_{j=1}^{m} w_j^2 - 1 \right).
\]  

(11)

Let \( \frac{\partial L}{\partial w_j} = 0 \), then

\[
\lambda d_j + (1 - \lambda) s_j + \theta w_j = 0, \quad j = 1, 2, \ldots, m,
\]

i.e.

\[
w_j = -\frac{\lambda d_j + (1 - \lambda) s_j}{\theta}, \quad j = 1, 2, \ldots, m. \tag{12}
\]

As \( \sum_{j=1}^{m} w_j^2 = 1 \), it follows that

\[
\frac{1}{\theta^2} \sum_{j=1}^{m} (\lambda d_j + (1 - \lambda) s_j)^2 = 1. \tag{13}
\]

By Eq. (13),

\[
\theta = -\sqrt{\frac{\sum_{j=1}^{m} (\lambda d_j + (1 - \lambda) s_j)^2}{m}}. \tag{14}
\]

Substituting Eq. (14) into Eq. (12), we have

\[
w_j = \frac{\lambda d_j + (1 - \lambda) s_j}{\sqrt{\sum_{h=1}^{m} (\lambda d_h + (1 - \lambda) s_h)^2}}, \quad j = 1, 2, \ldots, m.
\]

After normalization, the weight vector can be derived as

\[
w^*_j = \frac{w_j}{\sum_{i=1}^{m} w_i} = \frac{\lambda d_j + (1 - \lambda) s_j}{\sum_{i=1}^{m} (\lambda d_i + (1 - \lambda) s_i)}, \quad j = 1, 2, \ldots, m. \tag{15}
\]

Once the weight vector of the decision makers is determined, the VIKOR method (Opricovic, 1998) can be extended to obtain compromise solutions for group decision making problems with uncertain preference ordinals. Considering the group decision problems mentioned above, the \( L_p \) metric over the alternatives for uncertain preference ordinals is defined as follows:

\[
L_{p,i} = \left( \sum_{j=1}^{m} \left( \frac{w_j \text{dis}(r^*_j, r_i)}{\text{dis}(r^*_j, r_j)} \right)^p \right)^{1/p}, \quad 1 \leq p \leq \infty, \quad i = 1, 2, \ldots, n. \tag{16}
\]
where $r^*_j$ and $r^-_j$ are the positive ideal value and negative ideal value for each decision maker’s judgement. Obviously, $r^*_j = [1, 1]$, $r^-_j = [n, n]$, $j = 1, 2, \ldots, m$.

Based on Eq. (16), the compromise solutions can be derived as follows.

**Step 1:** Calculate the group utility measure ($S_i$) and individual regret measure ($R_i$) for each alternative by

\[
S_i = \sum_{j=1}^{m} w_j \frac{\text{dis}(r^*_j, r_{ij})}{\text{dis}(r^*_j, r^-_j)} = \frac{1}{n-1} \sum_{j=1}^{m} w_j \text{dis}(r^*_j, r_{ij})
\]

\[
= \frac{1}{2(n-1)} \sum_{j=1}^{m} w_j (|r^L_{ij} - 1| + |r^U_{ij} - 1|)
\]

\[
= \frac{1}{2(n-1)} \sum_{j=1}^{m} w_j (r^L_{ij} + r^U_{ij} - 2), \quad i = 1, 2, \ldots, n. \tag{17}
\]

\[
R_i = \max_j \left\{ w_j \frac{\text{dis}(r^*_j, r_{ij})}{\text{dis}(r^*_j, r^-_j)} \right\} = \frac{1}{n-1} \max_j \left\{ w_j \text{dis}(r^*_j, r_{ij}) \right\}
\]

\[
= \frac{1}{2(n-1)} \max_j \left\{ w_j (|r^L_{ij} - 1| + |r^U_{ij} - 1|) \right\}
\]

\[
= \frac{1}{2(n-1)} \max_j \left\{ w_j (r^L_{ij} + r^U_{ij} - 2) \right\}, \quad i = 1, 2, \ldots, n. \tag{18}
\]

**Step 2:** Calculate the compromise measure for each alternative by

\[
Q_i = \nu \frac{S_i - S^*}{S^* - S^-} + (1 - \nu) \frac{R_i - R^*}{R^- - R^*}, \quad i = 1, 2, \ldots, n. \tag{19}
\]

where $S^* = \min S_i$, $S^- = \max S_i$, $R^* = \min R_i$, $R^- = \max R_i$, and $\nu$ is introduced as the weight of the strategy of “the majority of criteria” (or “the maximum group utility”). Without loss of generality, the value of $\nu$ is usually set to 0.5.

**Step 3:** Rank the alternatives according to $S_i$, $R_i$ and $Q_i$, respectively in ascending order, i.e. the smaller the value, the better the alternative. Thereby, three ranking lists can be obtained.

**Step 4:** Determine the compromise solution(s). The alternative with the smallest value of $Q_i$ (we denote it as $A_p$) is the compromise solution if the following two conditions are satisfied: (1) acceptable advantage: $Q_q - Q_p \geq \frac{1}{n-1}$, where $Q_q$ is the second smallest value of $Q_i$, $i = 1, 2, \ldots, n$; (2) acceptable stability: $A_p$ should be ranked the best by $S_i$ or $R_i$.

If only condition (2) is not satisfied, the compromise solution set is $\{A_p, A_q\}$.

If condition (1) is not satisfied, solve the inequality $Q_M - Q_p \leq \frac{1}{n-1}$, and the compromise solution set is the alternatives whose $Q_i$ values are between $Q_p$ and $Q_M$. 


Table 1
Evaluation information of the six candidates.

<table>
<thead>
<tr>
<th>$E_i$</th>
<th>Alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A_1$</td>
</tr>
<tr>
<td>$E_1$</td>
<td>[3, 4]</td>
</tr>
<tr>
<td>$E_2$</td>
<td>[4, 5]</td>
</tr>
<tr>
<td>$E_3$</td>
<td>[5, 6]</td>
</tr>
<tr>
<td>$E_4$</td>
<td>[3, 4]</td>
</tr>
</tbody>
</table>

Remark 1. The above method is proposed to deal with group decision making problems with uncertain preference ordinals. Since the preference ordinals (a permutation of $\{1, 2, \ldots, n\}$) can be considered as a special case of uncertain preference ordinals, our method will also work well if the evaluation of decision makers are provided by preference ordinals. In this case, it is obvious that $d_1 = d_2 = \cdots = d_m$ and $d_j$ contributes nothing to the determination of the weight. Thereby, we can let $\lambda = 0$ for the models (M-2), (M-3) and Eq. (15). By solving the models (M-2) and (M-3), we can also obtain the weight vector of the decision makers. After that, the extended VIKOR method can also be utilized to derive the compromise solution.

4. Illustrative Examples

In this section, we utilize three examples to illustrate the proposed group decision making approach.

Example 2. The quality of staff is an important factor for building high-level universities. In order to enhance the quality of staff, a school in a university of China intends to recruit new teachers. After primary selection, six candidates are selected to enter the interview stage. After having a face to face interview with the six candidates, four professors of the school provide their preference over the six candidates based on the education background, research experiences, publications and the interview performance of the candidates. The preference information is provided in the form of uncertain preference ordinals as shown in Table 1. To select the most appropriate candidate, the proposed decision making approach is adopted.

Case 1. The weight information of the four professors is completely unknown. In this case, we utilize Eq. (15) to derive the weight vector of the four professors.

By Eqs. (8) and (10), we can calculate $d_1 = 0.7444$, $d_2 = 0.6$, $d_3 = 0.7556$, $d_4 = 0.6889$; $s_1 = 0.4120$, $s_2 = 0.5741$, $s_3 = 0.5185$, $s_4 = 0.6065$. Without loss of generality, let $\lambda = 0.5$. By Eq. (15), the weight information of the four professors is obtained as $w = (0.2360, 0.2396, 0.2600, 0.2644)^T$.

Let $\nu = 0.5$. By Eqs. (17), (18) and (19), we can calculate the group utility measure ($S_i$), individual regret measure ($R_i$) and compromise measure ($Q_i$) for each candidate as $S_1 = 0.6519$, $S_2 = 0.3527$, $S_3 = 0.1980$, $S_4 = 0.2996$, $S_5 = 0.85$, $S_6 = 0.6340$;
According to the values of $Q_A$ according to the values of $S_A$, the weight information is provided as follows:

\[
\begin{align*}
A_1 & : \{0.6519, 3, 2.34, 0.8363, 5\} \\
A_2 & : \{0.3527, 3, 0.13, 0.2937, 3\} \\
A_3 & : \{0.1980, 2, 0.944, 0.1458, 2\} \\
A_4 & : \{0.2996, 2, 0.944, 0.1458, 2\} \\
A_5 & : \{0.85, 6, 0.2379, 1, 6\} \\
A_6 & : \{0.6340, 4, 0.2340, 0.8226, 4\}
\end{align*}
\]

$R_1 = 0.2340, R_2 = 0.13, R_3 = 0.0719, R_4 = 0.0944, R_5 = 0.2379, R_6 = 0.2340; Q_1 = 0.8363, Q_2 = 0.2937, Q_3 = 0, Q_4 = 0.1458, Q_5 = 1, Q_6 = 0.8226$. From Table 2, the ranking of the alternatives can be observed based on the values of $S_A, R_A$ and $Q_A$. The ranking of the candidates is $A_3 > A_4 > A_2 > A_6 > A_1 > A_5$ according to the values of $S_A$ and $Q_A$, and the ranking is $A_5 > A_2 > A_6 > A_3$ according to the values of $R_A$.

As $Q_4 - Q_3 = 0.1458 - 0 = 0.1458 < \frac{1}{6-1} = 0.2$, the inequality $Q_M - Q_3 < \frac{1}{6-1} = 0.2$ needs to be solved and we have $Q_M < 0.2$. Therefore, $\{A_3, A_4\}$ is the compromise solution set according to the two judgement conditions.

**Case 2.** The weight information of the four professors is partly unknown. Assume that the weight information is provided as follows: $w_4 \geq 0.4w_2, w_2 - w_3 \geq 0.1, 0.2 \leq w_1 \leq 0.3, 0.1 \leq w_4 \leq 0.25$.

In this case, we establish the following optimization model to derive the weight vector of the four professors:

\[
\begin{align*}
\text{max } z(w) &= (0.7444 \lambda + 0.4120(1 - \lambda))w_1 + (0.6\lambda + 0.5741(1 - \lambda))w_2 \\
&+ (0.7556 \lambda + 0.5185(1 - \lambda))w_3 + (0.6889 \lambda + 0.6605(1 - \lambda))w_4 \\
\text{s.t. } &0.4w_2 - w_4 \leq 0, w_2 - w_3 \geq 0.1 \\
&0.2 \leq w_1 \leq 0.3, w_2, w_3 \geq 0, 0.1 \leq w_4 \leq 0.25 \\
&w_1 + w_2 + w_3 + w_4 = 1
\end{align*}
\]

(20)

Let $\lambda = 0.5$. By solving the model (20), the weight vector is obtained as $w = (0.2, 0.325, 0.225, 0.25)^T$.

Let $\nu = 0.5$. By Eqs. (17), (18) and (19), we can calculate the group utility measure ($S_i$), individual regret measure ($R_i$) and compromise measure ($Q_i$) for each candidate as $S_1 = 0.6550, S_2 = 0.3700, S_3 = 0.2100, S_4 = 0.2875, S_5 = 0.8450, S_6 = 0.6450; R_1 = 0.2275, R_2 = 0.1625, R_3 = 0.0975, R_4 = 0.0800, R_5 = 0.2600, R_6 = 0.2275; Q_1 = 0.7601, Q_2 = 0.3552, Q_3 = 0.0486, Q_4 = 0.0610, Q_5 = 1, Q_6 = 0.7522$. From Table 3, we find that the ranking of the candidates is $A_3 > A_4 > A_2 > A_6 > A_1 > A_5$ according to the values of $S_A$ and $Q_A$, and that the ranking is $A_4 > A_3 > A_2 > A_6 > A_1 > A_5$ according to the values of $R_A$. Since $Q_4 - Q_3 = 0.0610 - 0.0486 = 0.0124 < \frac{1}{6-1} = 0.2$, the inequality $Q_M - Q_3 < \frac{1}{6-1} = 0.2$ needs to be solved and we have $Q_M < 0.2486$. Therefore, $\{A_3, A_4\}$ is the compromise solution set.
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Table 3
The values of $S_i$, $R_i$ and $Q_i$ for the six candidates when $w = (0.2, 0.325, 0.225, 0.25)^T$.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>$S_i$ Value</th>
<th>Rank</th>
<th>$R_i$ Value</th>
<th>Rank</th>
<th>$Q_i$ Value</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>0.6550</td>
<td>5</td>
<td>0.2275</td>
<td>4</td>
<td>0.7601</td>
<td>5</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.3700</td>
<td>3</td>
<td>0.1625</td>
<td>3</td>
<td>0.3552</td>
<td>3</td>
</tr>
<tr>
<td>$A_3$</td>
<td>0.2100</td>
<td>1</td>
<td>0.0975</td>
<td>2</td>
<td>0.0486</td>
<td>1</td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.2875</td>
<td>2</td>
<td>0.0800</td>
<td>1</td>
<td>0.0610</td>
<td>2</td>
</tr>
<tr>
<td>$A_5$</td>
<td>0.8450</td>
<td>6</td>
<td>0.2600</td>
<td>6</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>$A_6$</td>
<td>0.6450</td>
<td>4</td>
<td>0.2275</td>
<td>4</td>
<td>0.7522</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 4
Evaluation information of the four transnational corporations.

<table>
<thead>
<tr>
<th>$E_i$</th>
<th>Alternatives</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$</td>
<td>[2, 3]</td>
<td>[1, 1]</td>
<td>[2, 4]</td>
<td>[3, 4]</td>
<td></td>
</tr>
<tr>
<td>$E_2$</td>
<td>[3, 4]</td>
<td>[1, 2]</td>
<td>[1, 2]</td>
<td>[3, 4]</td>
<td></td>
</tr>
<tr>
<td>$E_3$</td>
<td>[4, 4]</td>
<td>[2, 3]</td>
<td>[2, 3]</td>
<td>[1, 2]</td>
<td></td>
</tr>
<tr>
<td>$E_4$</td>
<td>[1, 1]</td>
<td>[2, 3]</td>
<td>[4, 4]</td>
<td>[2, 3]</td>
<td></td>
</tr>
<tr>
<td>$E_5$</td>
<td>[2, 3]</td>
<td>[1, 3]</td>
<td>[1, 2]</td>
<td>[4, 4]</td>
<td></td>
</tr>
</tbody>
</table>

Example 3. (See Fan and Liu, 2010; Xu, 2013.) Eastsoft is one of the top five software companies in China. It offers a rich portfolio of businesses, mainly including industry solutions, product engineering solutions, and related software products and platform and services. It is dedicated to becoming a globally leading IT solutions and services provider through continuous improvement of organization and process, competence development of leadership and employees, and alliance and open innovation. To improve the operation and competitiveness capability in the global market, Eastsoft plans to establish a strategic alliance with a transnational corporation. After numerous consultations, four transnational corporations would like to establish a strategic alliance with Eastsoft; they are HP ($A_1$), PHILIPS ($A_2$), EMC ($A_3$), and SAP ($A_4$). To select the desirable strategic alliance partner, five experts ($E_1$, $E_2$, $E_3$, $E_4$, and $E_5$) are invited to participate in the decision analysis, who come from the operation management department, the engineering management department, the finance department, the human resources department, and the business process outsourcing department of Eastsoft, respectively. The preference information of the five experts is provided in the form of uncertain preference ordinals (see Table 4). In what follows, we will utilize the proposed method to select the best strategic alliance partner.

By Eqs. (8) and (10), we have $d_1 = 0.6944$, $d_2 = 0.6667$, $d_3 = 0.6667$, $d_4 = 0.8333$, $d_5 = 0.6944$, $s_1 = 0.3750$, $s_2 = 0.4688$, $s_3 = 0.3021$, $s_4 = 0.25$, $s_5 = 0.4167$.

Without loss of generality, let $\lambda = 0.5$. By Eq. (15), we can obtain $w = (0.1992, 0.2115, 0.1805, 0.2018, 0.2070)^T$.

Let $\nu = 0.5$. By Eqs. (17), (18) and (19), the group utility measure ($S_i$), individual regret measure ($R_i$) and compromise measure ($Q_i$) for each alternative are calculated as
The values of $S_i$, $R_i$ and $Q_i$ for the four transnational corporations.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>$S_i$</th>
<th>$R_i$</th>
<th>$Q_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>Rank</td>
<td>Value</td>
</tr>
<tr>
<td>$A_1$</td>
<td>0.5598</td>
<td>3</td>
<td>0.1805</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.2954</td>
<td>1</td>
<td>0.1009</td>
</tr>
<tr>
<td>$A_3$</td>
<td>0.4946</td>
<td>2</td>
<td>0.2018</td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.6803</td>
<td>4</td>
<td>0.2070</td>
</tr>
</tbody>
</table>

The preference ordinal information of the four factors.

<table>
<thead>
<tr>
<th>$E_i$</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$E_2$</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>$E_3$</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>$E_4$</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

$S_1 = 0.5598$, $S_2 = 0.2954$, $S_3 = 0.4946$, $S_4 = 0.6803$; $R_1 = 0.1805$, $R_2 = 0.1009$, $R_3 = 0.2018$, $R_4 = 0.2070$; $Q_1 = 0.7186$, $Q_2 = 0$, $Q_3 = 0.7344$, $Q_4 = 1$. From Table 5, the ranking of the alternatives can be derived as follows. The ranking is $A_2 > A_3 > A_1 > A_4$ according to the values of $S_i$, and the ranking is $A_2 > A_1 > A_3 > A_4$ according to the values of $R_i$ and $Q_i$. Since $Q_1 - Q_2 = 0.7186 - 0 = 0.7186 > \frac{1}{2}$, the compromise solution is $A_2$ according to the two judgement conditions. Therefore, PHILIPS ($A_2$) is the best strategic alliance partner.

If we utilize Xu (2013)’s approach, the weight vector is obtained as $w = (0.2, 0.2, 0.2, 0.2, 0.2)$ and the ranking of the alternatives is $A_2 > A_3 > A_1 > A_4$. However, we can find that Xu (2013)’s approach obtains equal weight for each decision maker and cannot distinguish the importance of decision makers. If we only consider the deviation of a single decision maker’s evaluation ($\lambda = 1$) or the consistency among different decision makers’ evaluation ($\lambda = 0$), we can obtain the weight information as $w = (0.1953, 0.1875, 0.1875, 0.2344, 0.1953)$ and $w = (0.2069, 0.2586, 0.1667, 0.1379, 0.2299)$, respectively. Obviously the proposed approach can distinguish the importance of decision makers.

**Example 4.** (See Xu, 2013.) In a supply chain management, the enterprise usually needs to establish a partnership to (1) lower the total cost of supply chain; (2) lower inventory of enterprises; (3) enhance information sharing of enterprises; (4) improve the interaction of enterprises; (5) obtain more competitive advantages for enterprises. In order to identify the most important factor, four experts $E_k$ ($k = 1, 2, 3, 4$) (whose weight vector $w = (w_1, w_2, w_3, w_4)$ is to determined) are asked to provide their preferences over four factors: respond time (delivery time) and supply capacity ($A_1$), quality and technology level ($A_2$), price and cost ($A_3$) and service level ($A_4$). The preference information provided by the four experts is expressed in exact preference ordinals, as shown in Table 6.
Table 7
The values of $S_i$, $R_i$ and $Q_i$ for the four factors.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>$S_i$ Value</th>
<th>Rank</th>
<th>$R_i$ Value</th>
<th>Rank</th>
<th>$Q_i$ Value</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.5667</td>
<td>3</td>
<td>0.3</td>
<td>3</td>
<td>0.9091</td>
<td>3</td>
</tr>
<tr>
<td>A2</td>
<td>0.2667</td>
<td>1</td>
<td>0.1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>A3</td>
<td>0.5333</td>
<td>2</td>
<td>0.2</td>
<td>2</td>
<td>0.6136</td>
<td>2</td>
</tr>
<tr>
<td>A4</td>
<td>0.6333</td>
<td>4</td>
<td>0.3</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

Since preference ordinals can be considered as special cases of uncertain preference ordinals (i.e. the lower bound and upper bound are the same), we shall utilize the proposed approach to identify the most important factor. By Eq. (10), we have $s_1 = 0.1667$, $s_2 = 0.25$, $s_3 = 0.25$ and $s_4 = 0.1667$. Let $\lambda = 0$ and the weight information of the decision makers can be obtained as $w = (0.2, 0.3, 0.3, 0.2)^T$. After that, we can calculate the group utility measure ($S_i$), individual regret measure ($R_i$) and compromise measure ($Q_i$) for each factor as

- $S_1 = 0.5667$
- $S_2 = 0.2667$
- $S_3 = 0.5333$
- $S_4 = 0.6333$
- $R_1 = 0.3, R_2 = 0.1, R_3 = 0.2, R_4 = 0.3$
- $Q_1 = 0.9091, Q_2 = 0, Q_3 = 0.6136, Q_4 = 1$. From Table 7, the ranking of the alternatives can be observed. The ranking of the factors is $A_2 \succ A_3 \succ A_1 \sim A_4$ according to the values of $S_i$ and $Q_i$, and the ranking is $A_2 \succ A_3 \succ A_1 \sim A_4$ according to the values of $R_i$. Since $Q_3 - Q_2 = 0.6136 - 0 = 0.6136 > \frac{1}{4} = 0.333$, the compromise solution is $A_2$. Therefore, quality and technology level ($A_2$) is the most important factor.

If Xu (2013)’s approach is utilized, the weight information is obtained as $w = (0.25, 0.25, 0.25, 0.25)^T$, which also assigns equal weight to decision makers. Due to different weight, the ranking of the factors is $A_2 \succ A_1 \succ A_3 \sim A_4$, which is slightly different from the proposed approach. However, the most important factor is also $A_2$, which is the same as that derived the proposed approach.

5. Comparisons with Existing Approaches

In this section, we make some comparisons between the proposed approach with some existing ones.

First, we compare the weight determining method with Xu (2013) and Xu et al. (2014)’s methods. To derive the weight vector of decision makers, an optimization model is established to maximize both the deviation of each decision maker’s judgements and the consistency among different decision makers’ judgements. The proposed method can deal with the cases when the weight information is completely unknown or partly unknown. Through numerical examples, it can be observed that Xu (2013)’s method assigns equal weights to different decision makers and cannot distinguish the importance of decision makers. Although Xu et al. (2014)’s method can distinguish the importance of decision makers, it can only be used to deal with the cases when the weight information is completely unknown, and cannot deal with the cases when the weight information is partly unknown. In general, the weight determining method presented in our proposal has more extensive application prospects.
Second, we compare the ranking techniques for group decision making with uncertain preference ordinals. In the literature, the ranking of alternatives are usually derived by solving optimization models (Fan et al., 2010; You et al., 2012) or using the ranking approaches based on fuzzy preference relations (Fan and Liu, 2010). These two types of ranking techniques usually need to transform the uncertain preference ordinals into other types of information and sometimes also need to solve binary integer programming models, which may result in the loss of information and complex computations. While the proposed approach (i.e. the VIKOR approach) is based on the \( L_p \) metric of uncertain preference ordinals and does not need to transform the uncertain preference ordinals into other types of information, which can keep the original information as much as possible. Moreover, the VIKOR approach determines the compromise solutions by mutual concessions and can overcome the flaw of the TOPSIS method which is used for ranking in Xu (2013)’s method.

Third, like Xu (2013) and Xu et al. (2014)’s approaches, the proposed approach can also be used to deal with group decision making problems with exact preference ordinals, while Fan and Liu (2010)’s approach is only suitable for group decision making problems with uncertain preference ordinals.

To summarize, the proposed approach not only can determine the weight vector of decision makers, but also can derive compromise solutions of a group decision making problem. Therefore, it can be concluded that the proposed approach can deal with group decision making problems with (uncertain) preference ordinals effectively.

6. Conclusions

In this paper, group decision making problems with uncertain preference ordinals are investigated. First, an approach is proposed to determine the weights of decision makers based on the deviation of individual judgement and the consistency among the group’s judgement, which can deal with the situations in which the weight information of decision makers is completely unknown and partly unknown. Second, the compromise solution approach, i.e. VIKOR method is extended to group decision making with uncertain preference ordinals. Through three examples, we find that the proposed weight determination approach can distinguish the importance of decision makers clearly and that the extended VIKOR method can derive compromise solution of alternatives effectively. For future research, we intend to extend the proposed approach to multi-attribute group decision making with uncertain preference ordinals.
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