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Abstract. The paper introduces to plan generation and the attempts and problems encountered with solutions by deductive methods. It presents the Linear Connection Method as a possibility to overcome the traditional shortcomings of logic for this application, which are discussed in great detail. This is followed by a guide to the research work carried out on the Linear Connection Method and related frameworks.
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1. Introduction. How to reason about change is a classical issue of AI research, and generating plans is one of its particular topics (see the keyword ‘planning’ in Shapiro (1992)). Already in the late sixties/early seventies plan generation was conceived as an inference problem formulated in classical logic – the Situation Calculus – and attempts were made to automate plan generation by means of theorem proving. The nonsuccess of this endeavour turned the development of plan generation approaches and systems away from deductive systems.

In 1986 a new, logic-based approach – the Linear Connection Method – was proposed by W. Bibel (1986), which promised to overcome the drawbacks of the Situation Calculus. This approach has stimulated a considerable amount of further research over the last 10 years and is still in full evolution.

The plan of the paper is as follows. In Section 2 we define plan generation and related problems like plan verification, reactive systems, etc. We next discuss Situation Calculus and its drawbacks, and then introduce the Linear Connection Method together with a simple proof search algorithm (Linear Backward Chaining). Section 3 is devoted to a comparative analysis of Linear...
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Backward Chaining and proof search in the Situation Calculus. In Section 4 we finally review more advanced and related research work. We survey investigations into the logics/semantics of the Linear Connection Method and related approaches, list extensions to overcome limitations of the original framework, and point to further implementations and more refined proof/plan search algorithms. Finally, we also refer to applications of the Linear Connection Method to domains which are different from plan generation.

2. Logic and plan generation. Problems dealing with reasoning about change are generally composed of some of the following four essential components:

- A set of actions, where an action is a description of a particular type of (destructive) change. In most general, terms an action must have preconditions which decide its applicability and effects which result from its application. The effects are subdivided into facts which are created (added) and facts which are destroyed (deleted) by the action.
- A description of a state of the current world – the initial situation.
- A (maybe partial) description of a desired future state – the goal.
- A (partially or totally ordered) set of (instantiated) occurrences of actions – a plan.

There are the following, basically different, types of problems which can be created from the four components just mentioned.

- Reactive Systems. Here we are given a current (initial) situation and a set of actions. All actions which are applicable to the current situation compete for execution. The application of the winning action generates a new situation where the competition between the now applicable actions starts again. (Note that the actions are not put under any external control which composes purposeful plans).

- Plan Evaluation, Temporal Projection and Plan Verification. Here we are given a plan, and we ask whether this plan is applicable to an initial situation and produces certain wanted effects (plan evaluation), or we ask how does the world look like after its successful application (temporal projection). More generally, we may be interested in verifying certain properties of the given plan, e.g., whether it satisfies certain purposes, obeys certain restrictions or constraints, etc., which requires to reason about actions.
• (Goal-Oriented) Plan Generation. Here we are given a current (initial) situation, a set of actions and a goal, and we ask whether there is a plan which transforms the initial situation into a new situation in which the goal is satisfied. (Note that in contrast to reactive systems, the actions don't act 'on their own', but their composition is controlled by a plan search procedure).

These types of problems can be understood as deductive ones and for plan generation – the one we will focus on in the sequel – we would get the inference problem to prove a 'specification theorem' of the form:

\[
\text{Initial Situation and Actions imply Goal}
\]

from whose proof a plan will be extracted. This informal formulation gives rise to the question of a suitable logic which allows both a convenient specification of plan generation problems and, even more importantly, an efficient automated proof search.

2.1. Situation calculus. The first proposal how to generate plans via theorem proving was made on the choice of classical first-order logic and resulted in the so-called Situation Calculus (see McCarthy and Hayes (1969)), which immediately fell into disrepute due to bad practical performance in attempts to prove the respective specification theorems by use of automated theorem provers (see Green (1957)).

Since facts may change their truth value over time, with Situation Calculus a 'situation argument' was added to each predicate, e.g., \(\text{on}(a, b, s)\) says that the block \(a\) is on top of block \(b\) in situation \(s\). For facts being true in the initial situation, the situation argument is a reference to this situation, and the goal is described by a formula with an existentially quantified variable as the situation argument. The actions are of the form: if certain facts are true in a situation \(x\), then in the situation \(\text{applied}(a, x)\) – resulting from the application of action \(a\) to situation \(x\) – some other facts become true (see Nilsson (1982) for a good introductory presentation).

Unfortunately, we need additional assertions – so-called Frame Axioms – which state for every fact which is not affected by action \(a\), that it will still be valid in situation \(\text{applied}(a, x)\), if it was valid in situation \(x\). Since, in general, an action changes only very few facts, the number of Frame Axioms is close to \(|\text{set of facts}| \times |\text{set of actions}|\). This huge amount of Frame Axioms
was considered the culprit — commonly referred to as the Frame Problem — for the inadequateness of Situation Calculus\(^1\). Since this problem is also inherent in other logics (e.g., modal logics) known in those days, the nonsuccess of Situation Calculus discredited the use of logic for plan generation in general, and henceforth planning systems were conceived without reference to a particular kind of logic \(^2\).

### 2.2. Linear connection proofs.

In Bibel (1986), a new logic-oriented approach — called the Linear Connection Method — has been proposed whose great advantage was to work without Frame Axioms. These were not needed because in contrast to Situation Calculus, no 'situation information' is encoded in every fact which may vary over time. Thus, it promised to overcome the Frame Problem.

Instead of \(\text{on}(a, b, s)\) we get just \(\text{on}(a, b)\), and the initial situation, as well as the goal, are conjunctions of such literals. An action is a formula (action implication) of the form

\[
A_1 \land \ldots \land A_g \rightarrow C_1 \land \ldots \land C_h
\]

with facts \(A_1, \ldots A_g, C_1, \ldots, C_h\) (without situation arguments).

Of course, we cannot expect every (classical) proof of a specification theorem given this way to yield a correct plan. Since, unlike to Situation Calculus, our literals are not explicitly time-dependent, they can be reused again and again, although they should no longer be 'valid' after the execution of certain actions. However, a notable feature of intuitively intended proofs of specification theorems made with the Connection Method (Bibel, 1987) is that every

\(^1\) Although identified in the context of Situation Calculus as a very special technical problem, it soon turned out that the Frame Problem in the sense of "how does the 'frame' change" when an action is executed, has a much larger scope of importance. However, in the following our attention will be focused on the purely technical or inferential Frame Problem of Situation Calculus.

\(^2\) Let us shortly mention that the rupture between logic and planning was mainly on deductive grounds, since, for many planning systems, efforts were made to define precise declarative semantics. A good example in this respect is the well-known STRIPS approach (Fikes and Nilsson, 1971) for which semantics were given in Lifshitz (1986), but STRIPS's connectives and a proof theory were never worked out.
instance of a literal is used at most once, i.e., it is involved in at most one connection. Proofs of that kind are called Linear Connection Proofs and it is claimed in Bibel (1986) that this kind of 'linearity' is the necessary restriction to be imposed on proofs in order to generate correct plans.

Apart from the mentioned linearity, the Linear Connection Method demands the following non-formal/semantic requirements about the intended meaning of the action implications to be obeyed. The antecedent $A_1 \land \ldots \land A_g$ must comprise all facts of the existing situation which are involved in the action – either as being necessary conditions for the action’s application or as being facts which shall no longer be valid after the action has been carried out. The consequent $C_1 \land \ldots \land C_h$ must comprise all facts which are either newly created by the action or which were involved in the action as preconditions, but are not affected by it. This convention about the specification of actions entails that all those facts of a situation, which are not included in the antecedent shall survive the application of the action; a property which harmonizes perfectly with the working of Linear Connection Proofs. This harmony between specification philosophy and formal proof concept is the ultimate reason why no Frame Axioms need to be given with this approach.

2.3. Linear backward chaining. That the Linear Connection Method outperforms the Situation Calculus can be seen easily with the straightforward proof search algorithm called Linear Backward Chaining (LBC) – presented below – which virtually constructs Linear Connection Proofs by backward search from the goal clause rather analogously to the ordinary top-down evaluation of PROLOG.

The main difference to PROLOG is the treatment of unit clauses (facts) which may be used at most once.

A further decisive point is the transformation of an action implication

$A_1 \land \ldots \land A_g \rightarrow C_1 \land \ldots \land C_h$

into the following $h$ rules

\[
\begin{align*}
C_1 & : - A_1, \ldots, A_g, \text{NewFact}(C_2), \ldots, \text{NewFact}(C_h) \\
C_2 & : - A_1, \ldots, A_g, \text{NewFact}(C_1), \text{NewFact}(C_3), \ldots, \text{NewFact}(C_h) \\
\vdots \\
C_{h-1} & : - A_1, \ldots, A_g, \text{NewFact}(C_1), \ldots \text{NewFact}(C_{h-2}), \text{NewFact}(C_h)
\end{align*}
\]
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which make use of a special built-in predicate \texttt{NewFact} which stores created facts. This set of stored facts is initialized by the facts of the initial situation, and a fact \( A \) is removed when it unifies with a subgoal \( A \) in one of the selected rules, and a fact \( C \) is added when a call of the subgoal \( \texttt{NewFact}(C) \) is evaluated. (Of course, both removing and adding of facts must be backtrackable).

That the LBC algorithm is a correct and complete proof procedure for the Linear Connection Method has been shown in Fronhöfer (1996a), (see also Fronhöfer (1996e) for a comparison of the LBC algorithm with Situation Calculus and with the planning system UCPOP (Penberthy and Weld, 1992) by means of evaluations on benchmarks).

3. Comparative proof search behaviour. Before we analyse the differences in proof search between the LBC procedure and Situation Calculus, we will first have a closer look at the Frame Problem of the Situation Calculus. This technical or inferential Frame Problem seems to have three aspects which have stimulated different kinds of research work.

- **Size of specifications.** It is certainly a nuisance of Situation Calculus that lots of axioms must be written down which serve no other purpose than to express that most facts of a situation are not at all affected by a certain action. (Apart from being boring work to do, it is also extremely prone to error and the specifications tend to be extremely large.) A first proposal to reduce the effort to be spent on writing Frame Axioms was made by Kowalski. He turned facts into terms – thus allowing to quantify over ‘fact variables’ – which permitted to reduce the Frame Axioms to one per action by just listing up the literals which are 'exempted from survival' (see Kowalski (1979) or Nilsson (1982)). Similar ways to compress sets of Frame Axioms into smaller formulae are found in Schubert (1990). A further more convenient proposal has been made by Reiter (1991) where Frame Axioms can be generated from stated properties about predicates and actions.

- **Size of proofs.** The Frame Axioms increase the size of proofs by \( O(m) \) where \( m \) is the size of the initial situation (see Hölldobler and Thielscher (1996)).

- **Size of search spaces.** Last, but certainly not least, Frame Axioms may tremendously blow up the search space in case of a backward plan/proof
search. We consider forward chaining systems less suitable, because of the risk that large initial situations might slow down proof search tremendously, because lots of actions might be applicable to the initial situation without any orientation towards the goal to achieve.) The mentioned methods proposed by Kowalski and Reiter just reduce the size of the specification, but generate the same search spaces since they get all the original Frame Axioms back as instances or as consequences of their generative processes; thus they are of no help for proof search.

Of course all these problems deserve attention, however, we consider the third one to be ultimately crucial. Convenient ways to specify plan generation problems don’t help if the resulting specifications are not computationally tractable, and although it is nice to get small proofs, the lesson learnt from classical theorem proving is to be happy if any proof is found at all. But for finding a proof the size of the search space is decisive, for which reason we will have now a closer look at.

Although the Frame Problem is the most widely known shortcoming of Situation Calculus – which might be particularly due to the effort of specification it entails, and which is already extremely shocking for the layman who has little background in logic and theorem proving – it is by far not the only drawback of Situation Calculus.

All together we identified the following trouble spots of the search space of Situation Calculus (in case of backward proof search), which can all be overcome with the LBC procedure.

- **Frame problem.** Given an action system consisting of \( n \) actions and let us consider a certain fact \( F \). Then there will be some actions which create \( F \), some others which destroy \( F \) and all the remaining actions – let us assume that there are \( k \leq n \) of them – will leave \( F \) untouched. In particular, in large sets of actions \( k \) may be rather close to \( n \). If we now want to prove \( F \) we have – apart from the actions which create \( F \) – also \( k \) Frame Axioms which allow us to derive \( F \), which yields an additional branching factor of \( k \). In case of a proof which shall produce a plan consisting of \( l \) actions this results in an additional search space of \( \sum_{i=1}^{l} k^i \), i.e., we get a practically intractable search space already for simple, but not completely trivial plan generation problems.
The absence of Frame Axioms in the case of Linear Connection Proofs reduces \( k \) to 0.\(^3\)

- **Shared situation variables.** In general, a goal formula consists of more than one literal; the same holds for the preconditions of actions. For two literals \( A \) and \( B \) we obtain with Situation Calculus, the problem to prove: \( \exists Z : A(Z) \land B(Z) \) where \( Z \) will refer to a plan (encoded as a term) which leads to a situation in which both \( A \) and \( B \) hold. The shared variable \( Z \) may cause a lot of backtracking if the value/plan obtained as the result of a proof of \( A(Z) \) is not suitable for \( B \). This kind of backtracking will not occur when working with Linear Connection Proofs due to the absence of such variables. Note however, that we are still not able to work with completely independent proofs for \( A \) and \( B \) which can be combined into a proof of \( A \land B \) as in classical logic, but our algorithm tries to achieve \( B \) with a plan \( P_B \) which is a continuation of the plan \( P_A \) which produced \( A \). Only if \( B \) cannot be generated by a plan which is a continuation of \( P_A \), the algorithm backtracks.

- **Repeated subcomputations.** Whenever an action \( a \) produces more than one single new fact – e.g., we have a formula of the form \( \forall S : A(S) \rightarrow B(apply(a,S)) \land C(apply(a,S)) \) – a lot of time may be spent on repeated computations of the same subgoals. Imagine we want to prove \( \exists Z : B(Z) \land C(Z) \) then we first show \( B(Z) \) for which we have to solve \( A(S) \), and afterwards show \( C(Z) \) which requires to solve \( A(S) \) again. The LBC algorithm needs not to do a recomputation at all, because after the proof of \( B \), the literal \( C \) will be memorized via the \texttt{NewFact}-mechanism.\(^4\)

Considering these issues in view of the different kinds of problems stated in Section 2 we come to the conclusion that only plan generation (with backward search) is really affected by the search space explosion problem of Situation Calculus, and thus the only one of these problems for which the development of

\(^3\) Recent experiments exploiting disequality constraints achieved just a reduction of \( k \) to 1 for Situation Calculus (see Fronhöfer (1996e)).

\(^4\) Attempts to avoid recomputations through the use of a lemma facility were rather discouraging due to the increase of the search space caused by the generated lemmata. The \texttt{NewFact}-mechanism instead seems to be more a fine-grained lemma handling and to be more tuned to the application.
proof procedures based on the Linear Connection Method promises to be a big step forward. Optimal control of proof/plan search by forward chaining would apply Frame Axioms only after the application of an action in order to compute the resulting situation. This means an increase of inferences which is linear in the size of the situations. We get the same increase in case of a reactive system. If a plan is already given, the shared variables cause no backtracking, but just failure, and first experiments indicate that avoiding repeated subcomputations by lemma facilities in this case seems to speed up rather than to slow down the proof search.

4. Survey of further research. After having introduced in the preceding sections the basic issues and ideas, we want to devote the rest of the paper to an overview of the research activities in this field. We will outline the principal research directions following a rather chronological order of presentation.

As already mentioned, Linear Connection Proofs were first proposed in Bibel (1986). This paper presents and motivates the underlying idea and shows its intuitive usefulness by means of several examples.

This article also raised many open questions and in Fronhofer (1987a) a first analysis of the concept of Linear Connection Proofs was carried out. Its scope was fairly restricted to questions of proof procedures and especially to the workings of the Connection Method under the assumption of linearity.

4.1. Logical investigations. Among the first questions raised by Linear Connection Proofs, the most important one concerned the logic underlying this approach, or as often stated, the question of its semantics. In Bibel et al. (1989) three semantics for Linear Connection Proofs were presented. A first one was inherited from classical logic through an embedding of Linear Connection Proofs into the Situation Calculus, a second one was a possible world semantics which was directly attached to the language of Linear Connection Proofs, while a third semantics exploited the idea of 'rewriting' sets of literals.

Towards the end of the eighties, Linear Connection Proofs were reformulated on the basis of equational logic programming (ELP) – see Große et al. (1992b) (also available as Große et al. (1992b)) or Schneeberger (1992). Holl-dobler (1996) gives an introduction to this approach and an overview of further developments based on this framework. (Recently, the name Fluent Calculus became popular for this approach and we will use it in the following.) In this
framework a state of the world is encoded as a term built up with a binary function symbol \( \circ \) which models a (multiplicative) conjunction. Facts become simple terms with constants as arguments. An action is represented as a pair of \( \circ \)-terms – which together with the action’s name yields a ternary predicate – and an action application is implemented via commutative-associative (non-idempotent) unification (see Thielscher (1992); a short English summary is found in Große et al. (1992b)). Thus, an embedding into classical logic has been achieved from where the semantics can be inherited.

A further contribution to the discussion of the underlying logic was the embedding of Linear Connection Proofs into the modal logic \( \textbf{K}4 \) in Fronhöfer (1991a). Via this embedding a semantics for Linear Connection Proofs could simply be inherited from modal logic: states in planning were identified with possible worlds.

The advent of Girard’s Linear Logic (Girard, 1987) stimulated a further line of research. In Masseron et al. (1993) (see also Masseron et al. (1990)) a reconstruction of Linear Connection Proofs on the basis of Linear Logic was proposed. In this approach, plan generation was not conceived as proving a theorem (from logical axioms), but the initial state and the actions are stated as nonlogical axioms (sequents) to which the inference rules of sequent calculus for Linear Logic are applied in order to derive future states of the world.

This work was studied and analyzed in Fronhöfer (1992) and Große et al. (1996a) (the latter paper going back to the earlier research report Große et al. (1992a)). These investigations showed that apart from minor differences, the Linear Connection Method, the ELP-Framework and the approach of Masseron et al. (1993) are equivalent.

An alternative way to Masseron et al. (1993) has been pursued in Fronhöfer (1996a), where specification theorems (of plan generation problems) with a Linear Connection Proof are characterised as derivable in a (multiplicative) sequent system which differs from classical logic just in a restriction of contraction to implications.

Recently, in Bartheye (1994) the Linear Logic based reconstruction of Linear Connection Proofs was transformed into a plan calculus based on algebraic notions.

Further work which must be mentioned in this context are Thielscher (1994a) and Thielscher (1994b) where translations between the Fluent Calculus and the
action description language $\mathcal{A}$ (Gelfond and Lifshitz, 1993), and between $\mathcal{A}$ and the Ego-World-Semantics (Sandewall, 1994) are worked out, which allows to inherit the semantics from these approaches.

4.2. Extensions. As already mentioned, the original proposal of Linear Connection Proofs was limited to a strips-like action language. To overcome this limitation lots of investigations into various directions have been carried out.

In Fronhöfer (1991a) an extension of the action format of Linear Connection Proofs through *subimplications* (subactions) was proposed. These subimplications - whose execution is obligatory whenever possible - allow to specify 'side-effects' of an action, e.g., in case of carrying around a briefcase - the main action - the subaction would specify the change of location of objects which are in the briefcase.

A very similar proposal - called *specificity* - for tackling these and related problems is found in Hölldobler and Thielscher (1993b), Hölldobler and Thielscher (1993a) and Hölldobler and Thielscher (1995) where actions are particularised in different degrees of specialisation, and the proof search process is obliged to always choose the most specific one which is applicable. For example, in case of dealing with fragile objects, we would get two formulations of the action of dropping an object. A general one and a more special one which states that an object will break if it is fragile. The latter one has to be chosen whenever possible, i.e., whenever a fragile object is dropped.

A further important contribution is the extension through (additive) *disjunction* (see Brüning et al. (1993); Brüning et al. (1992) or Brüning et al. (1994)) in order to model actions with alternative undetermined results. This allows, for instance, to express actions with disjunctive results like throwing a coin.

In Thielscher (1995) and Thielscher (1997) the Fluent Calculus is extended to cope with *ramifications*, i.e., with indirect effects of actions. Apart from the specification of actions, additional domain constraints and causal relationships are stated. In this setting, the application of an action is followed by the application of causal relationships until the underlying domain constraints are satisfied. A further extension to cope with the *qualification problem*, i.e., to assume away abnormal disqualifications for actions, is developed in Thielscher (1996).

In Bornscheuer and Thielscher (1994) and Bornscheuer and Thielscher (1996) a sound and complete encoding of the language $\mathcal{A}_C$ (Baral and Gelfond
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(1993) – an extension of the action description language $A$, which supports the description of concurrent actions – into the Fluent Calculus is presented. Moreover, a further extension called $A^+_C$ is proposed, which allows to infer sound information from contradictory descriptions and to describe non-determinism and uncertainty. Finally, the encoding of $A_C$ into the Fluent Calculus is extended to $A^+_C$. Bornscheuer and Thielscher (1997) deals with nondeterministic actions and the view of uncertain and contradictory knowledge as explicit resp. implicit indeterminism.

In Herrmann and Thielscher (1996b) a new proposal is made for handling time in case of continuous actions. Instead of discretizing into time slices of equal length, a separation of time into slices of varying length was worked out. The resulting framework – a combination of deduction and numerical calculus – was embedded into the Fluent Calculus, which is described in Herrmann and Thielscher, (1996a).

Quite a general problem is the detection of unsolvable planning problems, for which a solution is proposed in de Waal and Thielscher (1995) through the exploitation of techniques from program analysis and transformation.

4.3. Algorithms and implementations. Up to now several attempts have been made to implement Linear Connection Proofs or one of the related systems.

- The first prototypical implementation in PROLOG was made at the TH Darmstadt (see Hülldobler and Schneeberger (1990) or Große et al. (1992b) for a detailed description). It is based on the ELP formalism. The system can do both forward and backward search, although forward searching is preferred due to certain extensions as specificity whose application is cumbersome when searching backward.

- A further PROLOG based implementation was made by Eric Jacopin at LAFORIA, Paris. Inspired by the work of Masseron et al. (1993), a proof search algorithm which constructs sequent calculus derivations, was worked out and implemented (see Jacopin (1993a) and Jacopin (1993b)). To reduce the search space, various efforts were made to restrict the applicability of some of the sequent rules – without sacrificing completeness, of course.

- A third experimental prototype has been implemented on the basis of the LBC algorithm presented before (see Fronhöfer (1996e) and shorter in Fronhöfer (1996a)).
All these systems are just first straightforward prototypes, which need to be further developed.

Proposals for increasing the efficiency of a planner, like the ones just mentioned by means of lemmata or through loop prevention, are found in Brüning (1993).

Further improvements of the LBC algorithm are described in Fronhöfer (1996b) (excerpts of this report are published in Fronhöfer (1996d) and Fronhöfer (1996c)). The starting point is that action implications like \( A \land B \rightarrow A \land D \) yield a cyclic rule \( \Delta : A \leftarrow A, B, \text{NewFact}(D) \) with the transformation given in Subsection 2.3. Although such cyclic rules look tautological, they are indispensable as can be seen with the plan search for the so-called Sussman Anomaly (see Nilsson (1982)). On the other hand, they look a bit like Frame Axioms, and pros and cons of this view are discussed in Fronhöfer (1996d). In any case, they are troublesome from the point of view of plan search, because they may cause looping, and fortunately, we can get rid of them by allowing to insert actions into an already constructed partial plan: the resulting so-called LIP-algorithm and an experimental evaluation of the speed up which can be achieved this way are found in Fronhöfer (1996c). This LIP-algorithm can also be seen as a partial order planning method for Linear Connection Proofs.

A further partial order algorithm – on the basis of the Fluent Calculus – is presented in Hölldobler and Schneeberger (1996). Here the stimulus was not the analysis of inefficiencies of an existing proof procedure, but direct orientation at the work on partial order planning. The idea is to allow arbitrary subgoal selection (in the subgoal stack) and to record constraints about the necessary temporal ordering of introduced actions.

A completely different investigation is Eder et al. (1996), where based on the Chemical Machine (Berry and Boudol, 1990) – a general model for parallel computation – a computational model for the Fluent Calculus is developed.

4.4. Further applications. Apart from planning – its primary application – also other possibilities to make use of Linear Connection Proofs were pursued.

Early attempts were investigations into the applicability of Linear Connection Proofs for a combination of logical and procedural programming (see Fronhöfer (1987b); Fronhöfer (1992) and Fronhöfer (1988)) exploiting on the one hand the proximity to logic and on the other hand the possibility to change the contents of memory due to the availability of actions.
In Fronhöfer (1991c) Linear Connection Proofs were applied to the modeling of inheritance with exceptions based on the view of concepts as sets of attributes and roles. Passing from a concept to a subconcept would be modeled as an action which in case of an exception deletes the respective attribute(s).

A completely different, but somehow related approach – using Linear Logic – to exception handling is proposed in Vauzeilles and Fouqueré (1993) which is based on reformulation of is-a-nets.

In this context also the following work should be mentioned: Linear Logic based approaches to updating in Girard (1990), and to object oriented programming, e.g., the system Linear Objects by R. Pareschi and J.M. Andreoli (Andreoli and Pareschi, 1991). In Sigmund (1992) object-oriented programming à la Linear Objects was remodeled in the setting of Fluent Calculus.

A further, quite different application of Linear Connection Proofs, was their use in Fronhöfer (1991b) for modeling a system for generating cooperative answers. Understanding a query as a a partial goal state, the plan constructed while answering it, produces further facts of the goal state, which constitute additional information to be given to the user.

In Thielscher and Schaub (1995) planning techniques are applied to non-monotonic reasoning. The task of credulous reasoning in default logic is reformulated as a deductive planning problem in the setting of Fluent Calculus. Thus a proof procedure for credulous reasoning is inherited from planning and also theoretical (complexity) results from planning could be transferred to default reasoning.
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