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Abstract. In the present paper, the method of structure analysis for multivariate functions was applied to rational approximation in classification problems. Then the pattern recognition and generalisation ability was investigated experimentally in numerical recognition. A comparison with Hopfield Net was carried out. The overall results of using of new approach may be treated as a success.
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1. Introduction. Traditional artificial neural network (ANN) models express functions \( f(x_1, \ldots, x_n) \) of several variables as a composition of basic functions, called units or network nodes. The units are parametrized as a nonlinear transformation of linear combination of many variables. The attractiveness of the network methods is that functions of high dimensions, after the optimisation of parameters, are often closely approximated by compositions of lower dimensional functions.

There are three ways of thinking about neural networks. The descriptive line of thought is concerned with the proximity of the artificial model to biological systems. The computational approach views this model as a novel computational paradigm. Finally, there is the normative view of neural networks, which examines the mathematical and statistical backdrop of neural architectures and learning algorithms. The last view attempts to analyse where neural networks either violate or extend what can be done by other, traditional models.

The normative approach is nearest to the paper. Indeed, any brain performs much better than any computer when recognising real objects. But it is doubtful if natural principles and algorithms are always efficient be-
cause of a deep discrepancy between biological systems and modern computers.

It is common knowledge, that ANN, trained by the back propagation algorithm, require a great number of sweeps of the training sample data in order to minimise the classification error. A long training time is one of the principal characteristics of the back propagation classifiers. ANN training is very slow, because optimisation of weights is a highly dimensional and multiextremal problem (Vyšniauskas, 1994).

It has been proven mathematically that almost any classification problem can be simulated by a neural network with only one hidden layer of neurones (Hornik, 1991). But the mathematical proof doesn't tell us how many neurones the hidden layer should include. The construction of effective topology of ANN is still more art than science.

The aim of this paper is to avoid these two imperfections. We apply the analysis of multivariate functions, select the main groups of variables and use them in the approximation by functions of fewer variables for classification problems.

There is great difficulty in solving multidimensional problems (multiextremal optimisation, evaluation of integrals) in the case of high dimensionality. However, the investigation of practical problems shows that the influence of variables or their groups is extremely different. Frequently we may suggest a separation of a relatively small part of the main variables or their groups. The efficiency of such simplification algorithms depends on the structure of the problem.

2. Decomposition into components of different dimensionality. A decomposition of a multivariate function into the summands of different dimensionality (Cukier et al., 1979; Šaltenis, 1989; Sobolj, 1990) makes the base for the structure analysis.

Let a function

\[ f(X) = f(x_1, \ldots, x_n), \]

be defined, for simplicity, on the unit cube \( K^n(0 \leq x_1 \leq 1, \ldots, 0 \leq 1) \):

\[ X \in K^n. \]

Sometimes a short notation \( f \) will be used for \( f(x_1, \ldots, x_n) \).
Let us introduce notation for the domain set of the function $f$, which is a Cartesian product of basic domains $\Omega_1, \ldots, \Omega_n$:

$$\Omega = \Omega_1 \times \cdots \times \Omega_n,$$

and for special domains:

$$\Omega_{i_1 \ldots i_s} = \Omega_{i_1} \times \cdots \times \Omega_{i_s}, \quad 1 \leq i_1 < \ldots < i_s \leq n, \quad s = 1, \ldots, n,$$

$$\Omega_{i} = \Omega_1 \times \cdots \times \Omega_{i-1} \times \Omega_{i+1} \times \cdots \times \Omega_n, \quad i = 1, \ldots, n,$$

$$\Omega_{ij} = \Omega_1 \times \cdots \times \Omega_{i-1} \times \Omega_{i+1} \times \cdots \times \Omega_{j-1} \times \Omega_{j+1} \times \cdots \times \Omega_n,$$

$$i, j = 1, \ldots, n, \quad i < j.$$

In the general case, the domain $\Omega_{(i_1 \ldots i_s)}$ is defined in a similar way.

We shall use groups of indices $i_1, \ldots, i_s$, where $1 \leq i_1 < \ldots < i_s \leq n$, $s = 1, \ldots, n$ and denote the sum with $2^n - 1$ terms as:

$$\sum_{i=1}^{2^n - 1} T_{i_1 \ldots i_s} = \sum_{i=1}^{n} T_i + \sum_{1 \leq i < j \leq n} T_{ij} + \cdots + T_{12 \ldots n}.$$

The decomposition of the function $f$ into summands of different dimensionality

$$f = f_0 + \sum_{i=1}^{n} f_{i_1 \ldots i_s}(x_{i_1}, \ldots, x_{i_s})$$

is unique and orthogonal for each function $f$ integrable on $K^n$ (Sobolj, 1990), if $f_0$ is constant and the integrals of summands (1) are equal to zero:

$$\int_0^1 f_{i_1 \ldots i_s}(x_{i_1}, \ldots, x_{i_s}) \, dx_{i_k}, \quad 1 \leq k \leq s.$$

The summands of decomposition (1) may be found just like some integrals.

Let us introduce the following notation for the function of $s$ variables:

$$f^{i_1 \ldots i_s} = \int_{\Omega_{(i_1 \ldots i_s)}} f,$$

where the superscripts $i_1, \ldots, i_s$ of $f$ indicate, that the integral is over all basic domains except $i_1, \ldots, i_s$. 
Then, after integrating of (1) on $\Omega$, the constant summand will be equal to
\[ f_0 = \int_{\Omega} f, \] (3)

one-dimensional summands, after integrating on $\Omega_{(i)}$, will be equal to
\[ f_i(x_i) = f^i - f_0, \quad i = 1, \ldots, n, \]
two-dimensional summands, after integrating on $\Omega_{(ij)}$, will be equal to
\[ f_{ij}(x_i, x_j) = f^{ij} - f_0 - f_i(x_i) - f_j(x_j), \quad i, j = 1, \ldots, n, \quad i < j \]
and so on.

3. Approximation by functions of fewer variables. We approximate a multivariate function $f$ by the approximating function $f_\alpha$, which is the sum of unknown functions of fewer variables, and seek to minimise the approximation error
\[ \|f - f_\alpha\| = \left( \int_{\Omega} (f - f_\alpha)(f - f_\alpha) \right)^{1/2}. \]

The unknowns, in the case, are not the coefficients but the functions and they are found from functional equations (Golomb, 1959; Šaltenis, 1989).

$f_\alpha$ may consist of functions of various dimensionality. It is interesting that the functions in decomposition (1) may be used as the best approximations in the case.

The approximating function of zero order $f^{(0)}_\alpha$ is a constant $f_0$.

The approximating function of first order $f^{(1)}_\alpha$ is a sum of one-dimensional functions:
\[ f^{(1)}_\alpha = \sum_{i=1}^{n} f_i + f^{(0)}_\alpha \]

In the general case
\[ f^{(s)}_\alpha = \sum_{1 \leq i_1 < \ldots < i_s \leq n} f_{i_1 \ldots i_s} + \sum_{r=0}^{s-1} f^{(r)}_\alpha, \quad s = 1, \ldots, n - 1. \]
4. Structure characteristics and approximation errors. The system of structure characteristics:

\[ D = \sum_{i_1 \ldots i_s} D_{i_1 \ldots i_s}, \]

\[ D_{i_1 \ldots i_s} = \frac{1}{n} \int_{\mathbb{R}^n} (f_{i_1 \ldots i_s})^2, \]  \hspace{1cm} (4)

\[ D = \frac{1}{n} \int_{\mathbb{R}^n} (f)^2 - (f_0)^2 \]  \hspace{1cm} (5)

was proposed, investigated (Šaltenis, 1989) and applied in analysing the structure of optimisation problems. The structure characteristics \( D_{i_1 \ldots i_s} \) indicate the degree of influence of the respective variable groups in approximation.

Let us include into the approximation those summands of fewer variables, which groups of indices \( \{i_1, \ldots, i_s\} \) make up the set \( I_e \). Then the approximation error is equal to

\[ \delta = \|f - f_e\|^2 = \sum_{i_1 \ldots i_s \notin I_e} D_{i_1 \ldots i_s} \]  \hspace{1cm} (6)

For example, if the function of two variables \( f(x_1, x_2) \) is approximated by the function of one variable \( f_e(x_1) \), the approximation error \( \delta \) will be equal to \( D_{2} + D_{12} \).

Relationship (6) is useful when choosing the variables and their groups for rational approximation by means of selecting some number \( N_D \) of the greatest structure characteristics. This enables us to approximate multivariate functions by functions of fewer variables with the minimal error.

We must also keep in mind that in real situations evaluations of structure characteristics are usually with significant errors so only the greatest characteristics may be more accurate.

The abbreviation MUSTAN (MUltivariate STucture ANalysis) will be used for this computational model.

5. Evaluation of structural characteristics. If we know the values of the function \( f(X) \) for some points \( X^j \) \( (j = 1, \ldots, N) \), then the Monte-Carlo method is used for the evaluations basing on (3), (4) and (5):

\[ f_0 \approx \frac{1}{N} \sum_{j=1}^{N} f(X^j), \]  \hspace{1cm} (7)
530 Analysis of multivariate function structure in classification problems

\[ D + (f_0)^2 \approx \frac{1}{N} \sum_{j=1}^{N} (f(X^j))^2, \]  

(8)

where \( N \) is the number of samples,

\[ X^j = (x_{1}^j, \ldots, x_{n}^j) \] are random points of dimensionality \( n \), uniformly distributed in \( \Omega \).

The case of two level values of variables. The values of variables \( x_i \) may be treated, for example, as values of brightness of some pattern points. Each \( X = (x_1, \ldots, x_n) \) must be classified as belonging to one of \( K \) patterns: \( P_1, \ldots, P_K \).

It is natural to introduce such a function for each pattern:

\[ g^k(X) = \begin{cases} 1 & \text{if } X \text{ must be identified as } P^k, k = 1, \ldots, K, \\ 0 & \text{otherwise.} \end{cases} \]

(9)

If we have some approximations \( g^k_e \) for functions \( g^k \), then the classification of the given pattern values \( X \) may be carried out according to the condition:

\[ \max_{k=1, \ldots, K} g^k_e(X). \]

Let the values of variables \( x_i \) be equal to 0 or 1. Then each basic domain consists of two points \( \Omega_i = \{0, 1\} \), all domain \( \Omega \) consists of \( 2^n \) points. So the integrals in our equations must be changed into the respective sums.

Let us introduce a function for two level argument values:

\[ \chi(x) = \begin{cases} -1 & \text{if } x = 0, \\ 1 & \text{if } x = 1. \end{cases} \]
Then decomposition (1) may be changed into:

\[ f = f_0 + \sum_{i=1}^{n} c_{i_1...i_s} \chi(x_{i_1}) \cdots \chi(x_{i_s}) \]  

(10)

where \( c_{i_1...i_s} \) are coefficients.

The decomposition (10) is unique and orthogonal because the summands

\[ f_{i_1...i_s} = c_{i_1...i_s} \chi(x_{i_1}) \cdots \chi(x_{i_s}) \]

satisfy the condition (2). Really, the mean value of \( \chi(x) \) for each basic domain is equal to zero so the sums respective to integrals of condition (2) are also equal to zero.

Then the domain \( \Omega_{i_1...i_s} \) may be divided in two parts:

\[ \Omega_{i_1...i_s} = \Omega^+_{i_1...i_s} + \Omega^-_{i_1...i_s} \]

according to the sign of \( \chi(x_{i_1}) \cdots \chi(x_{i_s}) \):

\[ X \in \Omega^+_{i_1...i_s} \text{ if } \chi(x_{i_1}) \cdots \chi(x_{i_s}) = 1, \]

\[ X \in \Omega^-_{i_1...i_s} \text{ if } \chi(x_{i_1}) \cdots \chi(x_{i_s}) = -1. \]

The mean values of \( f \) on domains \( \Omega^+_{i_1...i_s} \) and \( \Omega^-_{i_1...i_s} \) are equal respectively to:

\[ \frac{1}{2n-1} \sum_{x \in \Omega^+_{i_1...i_s}} = f_0 + c_{i_1...i_s}, \]

\[ \frac{1}{2n-1} \sum_{x \in \Omega^-_{i_1...i_s}} = f_0 - c_{i_1...i_s}, \]

because the mean values of summands, different from \( f_{i_1...i_s} \), are equal to zero.

Then

\[ c_{i_1...i_s} = \frac{1}{2n-2} \left( \sum_{x \in \Omega^+_{i_1...i_s}} f - \sum_{x \in \Omega^-_{i_1...i_s}} f \right). \]  

(11)

It is clear that:

\[ D_{i_1...i_s} = (c_{i_1...i_s})^2, \quad 1 \leq i_1 < \ldots < i_s \leq n, \quad s = 1, \ldots, n. \]  

(12)
Let us introduce notation for the Monte-Carlo evaluations of respective characteristics: $\overline{f}_0, \overline{D}, \overline{e}_{i_1 \ldots i_s}, \overline{D}_{i_1 \ldots i_s}$ of the function $g^k$ for pattern $k$ in the case of two-level variables. They may be evaluated after using (7), (8), (11) and (12) in such a way:

\[
\overline{f}_0 \approx \frac{1}{N} \sum_{j=1}^{N} g^k(X^j) = \frac{N^k}{N},
\]

\[
\overline{D} = \overline{f}_0 (1 - \overline{f}_0),
\]

\[
\overline{e}_{i_1 \ldots i_s} = \frac{1}{2} \left( \frac{1}{N^+_{i_1 \ldots i_s}} \sum_{X^j \in \Omega^+_{i_1 \ldots i_s}} g^k(X^j) - \frac{1}{N^-_{i_1 \ldots i_s}} \sum_{X^j \in \Omega^-_{i_1 \ldots i_s}} g^k(X^j) \right),
\]

\[
\overline{D}_{i_1 \ldots i_s} = (\overline{e}_{i_1 \ldots i_s})^2,
\]

where $N, X^j$ are the same as for (7), (8) in chapter 5, $N^k$ is the number of points that must be classified as belonging to pattern $k$, $N^+_{i_1 \ldots i_s}$, and $N^-_{i_1 \ldots i_s}$ are the numbers of summands in the respective sums.

7. Phases of calculation

- Evaluations of characteristics $\overline{f}_0, \overline{D}, \overline{e}_{i_1 \ldots i_s}, \overline{D}_{i_1 \ldots i_s}$ for all patterns $k = 1, \ldots, K$, if we know the values of the function $g^k(X)$ for some points $X^j$ ($j = 1, \ldots, N$). Our main assumption is that the points of the samples used in the "learning" phase are really uniformly and independently distributed in domain $\Omega$.

- A number $N_D$ of the greatest characteristics are selected and approximations $g^k_{s}$ for functions $g^k$ are constructed:

\[
g^k_{s} = \overline{f}_0 + \sum_{1}^{N_D} \overline{e}_{i_1 \ldots i_s} \chi(x_{i_1}) \ldots \chi(x_{i_s}).
\]

Usually, the structure characteristics $D_{i_1 \ldots i_s}$ of only limited order $s$ ($s < 4$) are evaluated.

- The "recall" phase consists in calculating the values of $g^k_{s}$ for new points $X$ and selecting the largest approximating function values according to condition (9).

8. A pattern recognition example. Experiments and results. In order to estimate the abilities of MUSTAN, an experiment was carried out on the
recognize numerals because most successful ANN applications have been reported in recognition problems (for example, Fukushima, 1988; Widrow and Winter, 1988).

Digitised character data was a 10 × 8 pixel bi-level image. The i-th pixel corresponds to the variable $x_i$.

Usually the experiments may be classified into two broad categories (Hertz et al., 1991): recognition and generalisation problems. In the recognition problem, pairs of input and output $(I_1, O_1), (I_2, O_2), \ldots, (I_m, O_m)$ were used for training the network and the trained network was tested by the input $I_1, I_2, \ldots, I_m$, corrupted by noise. The network is expected to reproduce the output $O_j$ corresponding to $I_j$ in spite of the presence of noise.

In generalisation problems, the network was tested by input $I_{m+1}$, which was distinct from the inputs $I_1, I_2, \ldots, I_m$ used for training. The network is expected to correctly predict the output $O_{m+1}$ for the previously unseen input $I_{m+1}$.

Some samples (without noise and corrupted by noise), used in recognition experiments are shown in Fig. 1. Noise level is a probability of changing the original noncorrupted value for each point of a pattern.

Noise level = 0%

Noise level = 5%

Noise level = 20%

Fig. 1. Samples of numerals used for recognition experiments.
Some samples of numeral "2" used in generalisation experiments are shown in Fig. 2.

![Fig. 2. Samples of numerals used for generalisation experiments.](image)

Using MUSTAN in recognition experiments, the author examined the recognition rate in cases where the number of main structural characteristics $N_D$ was equal to 2, 5, 10, 30, 80, 150, 3240, and for noise levels equal to 0, 5, 20, and 40%. The results of recognition experiments are shown in Fig. 3.

![Fig. 3. Recognition rate by number of structural characteristics $N_D$ for different noise levels.](image)

The results of generalisation experiments are shown in Fig. 4.

The number of experiments for evaluating of recognition rate was equal to 60–450 depending on situation.
Fig. 4. Recognition rate by number of structural characteristics $N_D$ tested on the same samples (recognition case) and on different samples (generalisation case).

Fig. 5. Recognition rate by noise level when structure analysis was limited by first order and second order characteristics.
The influence of limitation of structure analysis by some maximal order $s$ is investigated by special experiments. Their results are shown in Fig. 5. The following remarks can be made from the experiments:

- The recognition rate achieved using a small part of structural characteristics is relatively high.
- Only a high noise level (over 20%) can considerably influence the recognition reliability.
- Fig. 4 shows the generalisation ability of MUSTAN.

9. Some interpretations of the results. It is of interest to have some visualised results of structure analysis of approximation functions $g^k$. Some coefficients $c_i$ of the greatest single structure characteristics for the approximation function of numeral "2" are visualised in Fig. 6.

![Graphical representation of the greatest single structure characteristics for the approximation function of numeral "2".](image)

We may see that the greatest positive coefficients are located in the most typical to the numeral "2" points (bottom-left side of "2"). The negative coefficients are on the right-middle height places, where the points of "2" occur rarely.

The greatest double structure characteristics may be interpreted as some links between two variables. Therefore they were visualised in Fig. 7 in the form of lines, connecting the respective points. Solid lines are used for positive
coefficients $c_{ij}$, dash lines – for negative ones. Links from the upper right to the bottom left corner are really typical of numeral “2”.

Fig. 7. Graphical representation of the greatest double structure characteristics for the approximation function of numeral “2”.

Fig. 8 is an attempt to interpret the greatest structural characteristics of first, second and third order as some nodes, similar to ANN.

10. **Experimental comparison with the Hopfield Net**. Cross-bar Associative Network (Hopfield, 1982), which is usually referred to as a Hopfield Net, was used to solve the same numeral recognition problems. The number of processing elements in the Hopfield Net was equal to 80 (the number of pixels in the image). The Net was able to successfully learn only four numeral images, therefore experiments with MUSTAN were conducted with the same four numerals.

Fig. 9 illustrates the recognition rates for various noise levels.

Generalisation experiments, similar to that of Chapter 7, were carried out in order to compare the Hopfield Net and MUSTAN abilities. The results are presented in Table 1.
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Fig. 8. The nodes, equivalent to the structural characteristics of: first order  , second order  , third order  .

Fig. 9. Comparison of the recognition rate with the Hopfield Net.
Table 1. Comparison of recognition rates for Hopfield Net and MUSTAN in the generalisation experiments

<table>
<thead>
<tr>
<th>Recognition algorithms</th>
<th>Recognition rate %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hopfield</td>
<td>16.3</td>
</tr>
<tr>
<td>MUSTAN</td>
<td>76.7</td>
</tr>
</tbody>
</table>

MUSTAN outperforms the Hopfield Net both in recognition and generalisation.

11. Discussion. We may see some correspondence between the MUSTAN approach and ANN. The main structural groups of variables in MUSTAN, in a sense, look like ANN basic nodes after training. The difference is that we do not involve the laborious optimisation of weights but use a relatively simple evaluation of numerical parameters in MUSTAN. We also have no problems with the construction of an effective topology of ANN.

Obviously, the evaluation of all structural characteristics of high order is practically impossible for relatively high dimensionality $n$. For example, if $n = 100$, the number of structural characteristics of third order is equal to 161700 and the number of structural characteristics of fourth order is equal to 3921225. This drawback may be surmounted by using some properties of structural characteristics.

First of all, it is known that structure characteristics of relatively high order are negligibly small in real problems.

Another property is also promising. Some statistical links exist between the values of high and low order. After the analysis of first order characteristics we may efficiently decrease the search for the greatest double characteristics and so on.

12. Conclusions. The main point of this paper was to show that the approach of structure analysis offers a promise in some cases traditional to ANN. The overall results of new MUSTAN procedure may be treated as successful. Future studies will determine the extent to which the promise of the approach is actually fulfilled.
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