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Abstract. This paper deals with load balancing of parallel algorithms for distributed-memory computers. The parallel versions of BLAS subroutines for matrix-vector product and LU factorization are considered. Two task partitioning algorithms are investigated and speed-ups are calculated. The cases of homogeneous and heterogeneous collections of computers/processors are studied, and special partitioning algorithms for heterogeneous workstation clusters are presented.
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1. Introduction. The load balancing is one of the most important problems for constructing efficient parallel algorithms (Golub and Van Loan, 1991; Freecman and Phillips, 1991). For many problems we can assume that computation/communication ratio is sufficiently high and we expect to achieve linear speed-up on $p$ processors (at least for sufficiently large problems). Parallel computation is load balanced when each processor has the same amount of useful calculation and communication during the whole computation time.

We consider local-memory computers when static task partitioning algorithm must be used because of redistribution of the workload during the com-
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Computation is too expensive. Such algorithms are important in the case of parallel computers with slow communication in comparison with computation rate. This situation is typical for distributed computing on workstation clusters, for example by using Parallel Virtual Machine (PVM) software system (Geits et al., 1993). In the latter case the load balancing problem is even harder as we must take into account the possibility of heterogeneous computer clusters.

Let us assume that the implementation of some numerical algorithm could be split into parts which are distributed among processors. Such work distribution in advance is called the static scheduling. We note that there are three different cases to be considered. In the first case the local subtasks have different computational complexity and we can not estimate this complexity a priori. Examples of such algorithms are numerical integration and the bisection iterative method for solving nonlinear equations (Ortega, 1988; Demmel et al., 1993). In this case the load balancing of static task distribution could be very poor. Then the pool-of-tasks idea is used to improve the load balancing and the mixed approach of dynamic scheduling and static scheduling could be employed to reduce the amount of communication. We will not consider this case in our paper.

In the second case all subtasks have equal computational complexity. To illustrate our analysis we consider Level 2 BLAS subroutine sgemv which produces the matrix-vector product (in fact we are investigating a slightly simplified version of sgemv). Let us assume that $A$ is an $m \times n$ matrix. We can express the matrix-vector product as $m$ dot products

$$y_i = a_i \cdot X,$$

where $a_i$ denotes the $i$th row of $A$. For parallel computers the rows of the matrix $A$ are predistributed among all processors.

In the third case the computational complexity of subtasks is not equal but it could be estimated in advance. To illustrate the analysis we consider Level 3 BLAS subroutine sgetrf which computes the LU decomposition of an $n \times n$ matrix $A$. During the $i$th stage of Gaussian elimination we deal with an $(n - i) \times (n - i)$ submatrix of $A$ and the amount of computations is reduced at each stage.

2. The load balancing of parallel implementation of sgemv. Suppose that we wish to construct a parallel implementation of sgemv using $p$ processors. We assume that $p \leq m$, where $m$ is the number of rows of $A$. Let us denote $w_i$ the performance rate of $i$th processor/workstation and $M_i$ the number of rows assigned to the $i$th processor. The computation of $m$ dot products is distributed among $p$ processors. In order to get the equitable distribution of
the work we must solve the following optimization problem

$$\min_{M_{ij}, 1 \leq j \leq p} \max_{t_j = t^*} t_j = \frac{M_{ij}}{w_j},$$  \hspace{1cm} (1.a)

subject to the constraints

$$M_1 + M_2 + \cdots + M_p = m, \quad M_j \geq 0.$$  \hspace{1cm} (1.b)

2.1. The case of homogeneous processors. First of all we consider the case of homogeneous workstation/processor cluster when performance rates of all processors are equal, so that we have

$$w_j = 1, \quad i = 1, 2, \ldots, p.$$  

Then the solution of (1) is well-known for real-valued $M_{ij}$ and it is defined as

$$M_1 = M_2 = \ldots = M_p = \frac{m}{p}.$$  

The case in which $m$ is not divisible by $p$ is also handled simply. Let $r = \lfloor m/p \rfloor$, where $\lfloor z \rfloor$ denotes the greatest integer less than or equal to $z$, and let $q = m \mod p$ be the reminder of the integer division of $m$ by $p$. Then we allocate

$$M_i = r + 1, \quad i = 1, 2, \ldots, q$$  

rows of $A$ to the first $q$ processors and

$$M_i = r, \quad i = q + 1, q + 2, \ldots, p$$  

rows to the remaining $p - q$ processors. Notice that for the load-balancing of the \texttt{sgemv} operation it is not important which rows are assigned to each processor.

Next we give efficiency estimates of the obtained parallel implementation of \texttt{sgemv}. The communication cost is not included into the analysis. These results are well-known but we are giving a brief derivation for the self-completeness of our paper (see Golub and Van Loan, 1993; Demmel et al., 1993).

The efficiency of a $p$-processor parallel algorithm is given by (Golub and Van Loan, 1993)

$$E_p = \frac{T(1)}{pT(p)},$$  

where $T(1)$ is the time of the sequential solution.
where $T(k)$ is the time required to execute the program on $k$ processors. A concept related to efficiency is speed-up $S_p$, which is defined as

$$S_p = \frac{T(1)}{T(p)}.$$  

For some problems the fastest sequential algorithms do not parallelize and so a distinct parallel algorithm is used and the speed-up is defined as

$$\tilde{S}_p = \frac{T_{seq}}{T(p)} = \frac{T_{seq}}{T(1)} S_p.$$  

The speed-up estimate from below for the $sgemv$ algorithm is given by

$$S_p \geq \frac{m}{r+1} = \frac{rp + q}{r+1} \geq \frac{rp + 1}{r+1} = p \left( 1 - \frac{p - 1}{p(r+1)} \right).$$  

(2)

This formula can also be obtained by noticing that during $r$ stages all $p$ processors are utilized and during the last stage only $q$ processors are utilized and $p - q$ processors are idle. The worst case is when $r = 1$, i.e., $m = p + 1$, then we have

$$S_p = \frac{p + 1}{2},$$

and the efficiency of the parallel algorithm is equal to 0.5. This load imbalance becomes smaller with increasing $r$ (see Table 1, where the efficiency $E_p$ values are presented for $p = 10$ and different values of $r$).

Table 1. Efficiency $E_{10}$ of the parallel $sgemv$ version.

<table>
<thead>
<tr>
<th>$r$</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{10}$</td>
<td>0.55</td>
<td>0.7</td>
<td>0.82</td>
<td>0.9</td>
<td>0.95</td>
</tr>
</tbody>
</table>

**Remark 1.** We obtain the result of $sgemv$ operation after two stages when $m = p + 1$. The same speed-up can be achieved using only $p_1 = [(m + 1)/2]$ processors.

The load balance will be improved if we subdivide the last row among $s$ processors, calculate partial dot products independently, send them to one of the processors and compute the required row-vector product. In practice the efficiency of this modification depends on the communication speed of the
network used. If we do not take into account the communication time then the optimal number of processors $s$ is obtained by solving the minimization problem

$$\min \left( \frac{2n}{s} + s - 1 \right) = R(s^*).$$

Then it follows from the necessary minimization condition that

$$\frac{2n}{s^2} + 1 = 0,$$

and we get the optimal number of processors $s^* = \sqrt{2n}$.

2.2. The case of heterogeneous workstation cluster. In this section we consider the case of heterogeneous workstation cluster. Let's assume that performance rates of processors satisfy the following inequalities

$$w_1 \leq w_2 \leq \ldots \leq w_p.$$

Then we get the real-valued solution of the minimization problem (1)

$$M_j = \left\lfloor \frac{m w_j}{W_p} \right\rfloor, \quad j = 1, 2, \ldots, p,$$

where $W_p$ is the total performance rate of parallel computer (or virtual parallel computer)

$$W_p = w_1 + w_2 + \cdots + w_p.$$

We assign to the $j$th processor the following number of rows

$$M_j = \left\lfloor \frac{m w_j}{W_p} \right\rfloor, \quad j = 1, 2, \ldots, p.$$  \hspace{1cm} (3)

Then we only need to distribute the remaining $q$ rows, where

$$q = m - (M_1 + M_2 + \cdots + M_p) \leq p - 1.$$

The algorithm for solving this problem is given in Fig. 1.

```
For j = 1 to p
    t_j = \frac{M_j + 1}{w_j}
End For

For i = 1 to q
    t_k = \min_{1 \leq j \leq p} \{t_j\}
    M_k := M_k + 1
    t_k = \frac{M_k + 1}{w_k}
End For
```

Fig. 1. The distribution of remaining $q$ rows of $A$.  \hspace{1cm}
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The idea of the algorithm is to assign an additional row to the processor which will finish this new work first. This process is repeated \( q \) times.

**Example 1.** Suppose we have \( p = 4 \) processors and \( m = 130 \) rows. Let’s assume that the relative performance rates of processors are the following:

\[
w_1 = 0.129, \quad w_2 = 0.202, \quad w_3 = 0.349, \quad w_4 = 0.620.
\]

In the first stage of the algorithm we assign the number of rows given by (3) to each processor:

\[
M_1 = 12, \quad M_2 = 20, \quad M_3 = 34, \quad M_4 = 62.
\]

The remainder is equal to \( q = 2 \). It is interesting to note that the \( i \)th processor will finish its part of work in time \( t_i \), where

\[
t_1 = 93, \quad t_2 = 99, \quad t_3 = 97, \quad t_4 = 100.
\]

Additional row added to \( M_j \) would result in the following computation times for each \( j \)th processor:

\[
t_1 = 100.8, \quad t_2 = 104.0, \quad t_3 = 100.3, \quad t_4 = 101.6.
\]

Hence, the additional row should be assigned to the third processor and we will have \( M_3 = 35 \). If the second additional row is also added to the third processor it will be busy for \( t_3 = 103.6 \). So we see, that this row must be assigned to the first processor and finally we have the following numbers of rows assigned to processors:

\[
M_1 = 13, \quad M_2 = 20, \quad M_3 = 35, \quad M_4 = 62.
\]

The \texttt{sgemv} operation will be finished in time \( t = 100.8 \).

3. The load balancing of parallel implementation of \texttt{sgetrf}. Now we consider the parallel implementation of \( LU \) factorization subroutine \texttt{sgetrf}. There should be taken into account two important details about the algorithm, which implementation is given in Fig. 2.

```plaintext
For i = 1 to n - 1
  For j = i + 1 to n
    l_{ji} = a_{ji}/a_{ii}
    For k = j to n
      a_{jk} := a_{jk} - l_{ji}a_{ik}
```

Fig. 2. The \( ijk \) form of LU decomposition.
We can see that at the $i$th stage of elimination the $i$th row of $A$ is used to modify all the remaining $n - i$ rows of the submatrix. This means that the number of modified rows is reduced by one at each stage. At the same time we are dealing with an $(n - i) \times (n - i)$ submatrix of $A$ and computation involves $O((n - i)^2)$ operations. We can see that computation complexity of the $i$th subtask is also reduced.

The load balancing of parallel implementation of $sgetf$ depends on appropriate data distribution. We will consider two popular distributions of the matrix $A$ (Golub and van Loan, 1993; Ortega, 1988)

- by blocks of rows,
- scattered row distribution.

We will investigate the efficiency of these distribution algorithms for homogeneous workstation clusters and will give modifications of the algorithms for heterogeneous clusters. In order to prove more general results we will also investigate the problem for which the number of subtasks is reduced by one at each stage (like in $sgetf$ operation) but the computational complexity of each subtask remains constant.

For convenience we assume that the number of rows $n$ is divisible by $p$, i.e., $n = pr$.

### 3.1. Homogeneous cluster. Block distribution. Subtasks of constant complexity

In this section we assume that performance rates of all processors are equal. In a block row distribution consecutive rows of $A$ are grouped into blocks and allocated to different processors. Then $i$th processor has rows $(i-1)r+1, (i-1)r+2, \ldots, (i-1)r+r$. As it follows from the algorithm given in Fig. 2, if a block row distribution is employed then we will have a situation in which the first processor becomes idle after $r$ stages, the second processor becomes idle after $2r$ stages, and so on. We will estimate the efficiency of such distribution. In this section we will assume that computational complexity of all subtasks is constant. Let the time unit be equal to the time used to modify one row by one processor.

Then the time required to execute the program on one processor is given by

$$T(1) = \sum_{i=1}^{n-1} (n - i) = \sum_{i=1}^{n-1} i = \frac{n(n-1)}{2}. \quad (4)$$

On a $p$ processor computer the execution of stages $1, 2, \ldots, n - r$ requires $r$ time units. Starting from the $(n - r + 1)$th stage only one processor continues
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calculations and the time estimate (4) can be used. In detail, we have

\[ T(p) = \sum_{i=1}^{n-r} r + \sum_{i=n-r+1}^{n-1} (n-i) \]

\[ = (n-r)r + \frac{r(r-1)}{2} = \frac{r(2n-r-1)}{2}. \]

Then the speed-up of the parallel algorithm with a block row distribution is given by

\[ S_p = \frac{T(1)}{T(p)} = \frac{n(n-1)}{r(2n-r-1)} = p \frac{n-1}{(2 - \frac{1}{p}) n-1}. \]

If \( p \) is fixed and we choose \( n \) sufficiently large then

\[ S_p \approx \frac{p}{2 - \frac{1}{p}} \approx \frac{p}{2}. \]

We can see that the efficiency of this distribution algorithm is only 0.5. The same result is also valid in the case when \( r \) is fixed and \( n \) is sufficiently large.

3.2. Homogeneous cluster. Block distribution. LU decomposition. In this section we will modify the estimates obtained in Sect. 3.1. For the case of LU decomposition we must take into account that the time \( t_i \) required to modify one row at \( i \)th stage is given by

\[ t_i = \frac{(n+1-i)}{n}. \]

Then we have that the program execution on one processor requires the time

\[ T(1) = \frac{1}{n} \sum_{i=1}^{n-1} (n-i)(n+1-i) = \frac{(n-1)(n+1)}{3}. \quad (5) \]

For \( p \) processors we obtain

\[ T(p) = \frac{r}{n-r} \sum_{i=1}^{n-r} (n+1-i) + \frac{1}{n} \sum_{i=n-r+1}^{n-1} (n-i)(n+1-i) \]

\[ = \frac{r}{2n} ((n-r)(n+r+1) + \frac{2}{3}(n^2 - 1)). \]
Hence, the speed-up of the parallel \textit{sgetrf} algorithm with a block row distribution is given by

\[ S_p = \frac{2p}{3} \frac{n^2 - 1}{(n - r)(n + r + 1) + \frac{2}{3}(r^2 - 1)}. \]

If \( p \) is fixed and we choose \( n \) sufficiently large then

\[ S_p \to \frac{2p}{3} - \frac{2p}{3} \approx \frac{2p}{3}. \]

We can see that the efficiency of the \textit{sgetrf} operation is \( 2/3 \). It is \( 4/3 \) times larger than the efficiency of the algorithm from Sect. 3.1.

3.3. Homogeneous cluster. Scattered row decomposition. In general scattered row distribution a block of consecutive \( p \) rows is allocated to different \( p \) processors. For example, if a wraparound approach is adopted then row \( k \) is assigned to processor \((k-1) \mod p\). There, for convenience, we have numbered processors \( 0, 1, \ldots, p - 1 \). For the scattered row distribution the difference between numbers of rows allocated to different processors remains not greater than one during all the stages of computations. Hence we have a satisfactory load balance and processors begin to become idle only after \( n - p \) stages.

First we assume that computational complexity of all subtasks is constant. It is easy to see that each of the first \( p - 1 \) stages will be accomplished in \( r \) time units, each of the next \( p \) stages will finish after \( r - 1 \) time units, and so on. Hence the time required to execute the program on \( p \) processors is given by

\[ T(p) = (p - 1)r + \sum_{i=1}^{r-1} p(r - i) = \frac{n(r + 1)}{2} - r. \]

The time \( T(1) \) is calculated as in Sect. 3.1 (see (4)). Then the speed-up of the parallel algorithm with a scattered row distribution is given by

\[ S_p = \frac{n(n - 1)}{n(r + 1) - 2r} = \frac{n - 1}{r + 1 - \frac{2}{p}} = p \frac{r - \frac{1}{p}}{r + 1 - \frac{2}{p}}. \]

We observe that if \( p \) is fixed and we choose \( n \) sufficiently large then \( S_p \to p \). In Table 2 the efficiency values \( E_p \) are presented for \( p = 10 \) and increasing values of \( r \).
Table 2. Efficiency $E_{10}$ for a scattered row distribution

<table>
<thead>
<tr>
<th>$r$</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{10}$</td>
<td>0.5</td>
<td>0.69</td>
<td>0.81</td>
<td>0.92</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Similarly we can estimate the efficiency of the parallel $sgetrf$ operation with a scattered row distribution. Execution time for one processor $T(1)$ is given in Sect. 3.2 by formula (5). For $p$ processors we obtain

$$T(p) = \frac{r}{n} \sum_{i=n+2-p}^{n} i + \frac{1}{n} \sum_{j=1}^{r-1} (r - j) \left( \sum_{i=n+2-(j+1)p}^{n+1-jp} i \right).$$

In Table 3 we present efficiency values $E_p$ for $p = 10$ and increasing values of $r$.

Table 3. Efficiency $E_{10}$ for $sgetrf$ with a scattered row distribution

<table>
<thead>
<tr>
<th>$r$</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{10}$</td>
<td>0.61</td>
<td>0.75</td>
<td>0.86</td>
<td>0.94</td>
<td>0.97</td>
</tr>
</tbody>
</table>

4. Heterogeneous cluster. LU decomposition. Let's assume that processors are numbered in order of increasing performance rates, i.e.,

$$w_1 \leq w_2 \leq \ldots \leq w_p.$$

In the case of a block row distribution we use the algorithm proposed in Sect. 2.2. for $sgemv$ operation. In order to illustrate the efficiency of such distribution method we will investigate the example of two processors with the performance rates $w_1 = 1$, $w_2 = s$. Then we assign to each processor the following number of rows

$$M_1 = \frac{n}{1 + s}, \quad M_2 = \frac{ns}{1 + s}.$$

Suppose, for convenience, that $M_1$ and $M_2$ are integer numbers. The time required to execute $sgetrf$ operation on one processor is given by formula (5).
For $p = 2$ processors we obtain

$$T(2) = \sum_{i=1}^{M_1} \frac{(n + 1 - i)M_2}{ns} + \sum_{i=M_1+1}^{n-1} \frac{(n + 1 - i)(n - 1)}{ns}$$

$$= \frac{n^2(2s^2 + 6s + 3)}{6(1 + s)^3} + \frac{n}{2(1 + s)^2} - \frac{1}{3(1 + s)}.$$ 

Hence, the speed-up of the parallel sgetrf algorithm is given by

$$S_2 = (1 + s) \frac{2(n^2 - 1)(1 + s)^2}{n^2(2s^2 + 6s + 3) + 3n(1 + s) - 2(1 + s)^2}.$$ 

If we choose $n$ sufficiently large then

$$S_2 \rightarrow (1 + s) \frac{2s^2 + 4s + 2}{2s^2 + 6s + 3}.$$ 

In Table 4 the efficiency values $E_2$ are presented for $n = 10, 100$ and increasing values of $s$.

| Table 4. Efficiency $E_2$ for heterogeneous computer with a block row distribution |
|-----------------|---|---|---|---|---|
| $s$       | 0.5 | 1.0 | 1.5 | 2  | 4  |
| $E_2$, $n = 10$ | 0.645 | 0.688 | 0.723 | 0.751 | 0.825 |
| $E_2$, $n = 100$ | 0.688 | 0.723 | 0.754 | 0.780 | 0.845 |

We conclude that processors numbering order is important for the efficiency of distribution algorithm.

Next we consider the scattered row distribution algorithm for heterogeneous workstation cluster. In this case we must define not only the total number of rows assigned to each processor but also specify which rows are assigned. The algorithm for solving the load balancing problem (1) is given in Fig. 3.

**Example 2.** Suppose we have $p = 6$ processors and $n = 100$ rows. Let's assume that the relative performance rates of the processors are

$$w_1 = 1, \ w_2 = 1.5, \ w_3 = 2.5, \ w_4 = 3.11, \ w_5 = 3.6, \ w_6 = 4.3.$$
For $j = 1$ to $p$

$$M_j = 0$$
$$t_j = \frac{1}{w_j}$$

For $i = n$ to $1$

$$t_k = \min_{1 \leq j \leq p} \{ t_j \}$$
$$M_k := M_k + 1$$

$i$th row is assigned to $k$th processor

$$t_k = \frac{M_k + 1}{w_k}$$

Fig. 3. The scattered row distribution algorithm for heterogeneous workstation cluster.

After scattered row distribution the following rows are assigned to each of processors

$$R_1 = \{9, 24, 40, 56, 72, 87\},$$
$$R_2 = \{8, 18, 29, 39, 49, 61, 71, 82, 93\},$$
$$R_3 = \{1, 7, 13, 20, 27, 34, 38, 46, 53, 58, 65, 70, 79, 84, 91, 97\},$$
$$R_4 = \{4, 12, 16, 21, 26, 31, 35, 43, 47, 52, 57, 62, 67, 74, 78, 83, 88, 94, 98\},$$
$$R_5 = \{2, 5, 15, 19, 23, 28, 32, 37, 42, 45, 50, 54, 60, 64, 68, 73, 76, 81, 86, 90, 95, 99\},$$
$$R_6 = \{3, 6, 11, 14, 17, 22, 25, 30, 33, 36, 41, 44, 48, 51, 55, 63, 66, 69, 75, 80, 89, 96, 100\}.$$

Let's compare different distribution algorithms. The total performance rate of the given workstation cluster is $W_6 = 16$. Suppose that the time required to execute $sgetrf$ operation with $n = 100$ rows on the first processor is $T_1 = 160$ time units. Let’s denote $T_{bl,d}, T_{bl,r}, T_{sc}$ the times required to execute the same program on $p = 6$ processors for a block row distribution with processors numbered in order of decreasing performance rates, for a block row distribution with reversed processor numbering order, and for the scattered row distribution, respectively. Then the following execution time and speed-up results for our
model problem are obtained

\[ T_{bl,d} = 16.93, \quad T_{bc} = 10.38, \]
\[ S_{bl,d} = 9.45, \quad S_{bc} = 10.86, \]
\[ T_{sc} = 10.38. \]
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