ON THE KANTOROVICH HYPOTHESIS FOR NEWTON'S METHOD
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Abstract. The article is dedicated to Newton's method for solving nonlinear equation systems. The Kantorovich convergence theorem assumes that the derivative of the system function is Lipschitz continuous. Our purpose is to provide error estimates in the case of a Hölder continuous derivative.
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1. Introduction. The problem we discuss is to find solutions of the systems of equation

\[ F(x) = 0, \]  \hspace{1cm} (1)

where \( F: D \subset \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a given operator. The Newton's iterates are

\[ x^{k+1} = x^k - F'(x^k)^{-1}F(x^k), \quad k = 0, 1, \ldots, \]  \hspace{1cm} (2)

where \( F' \) denotes the G-derivative. The use of the Newton's iteration is considered as a standard numerical solutions. The convergence analysis has a long history. In 1948 Kantorovich gave a famous convergence theorem. A later proof, is due to Ortega and Rheinboldt (1970):

Newton-Kantorovich Theorem. Assume that \( F: D \subset \mathbb{R}^n \rightarrow \mathbb{R}^n \) is \( F \)-differentiable on a convex set \( D_0 \subset D \) and that

\[ \|F'(x) - F'(y)\| \leq \gamma \|x - y\|, \quad \forall x, y \in D_0. \]  \hspace{1cm} (3)
Suppose that there exists an \( x^0 \in D_0 \) such that \( \|F'(z^0)^{-1}\| \leq \beta \) and \( \alpha = \beta \gamma \mu \leq 1/2 \), where \( \mu \geq \|F'(z^0)^{-1}F(z^0)\| \). Set

\[
t^* = (\beta \gamma)^{-1}[1 - (1 - 2\alpha)^{1/2}], \\
t'' = (\beta \gamma)^{-1}[1 + (1 - 2\alpha)^{1/2}],
\]
and assume that \( \mathcal{S}(x^0, t^*) \subset D_0 \). Then the Newton iterates are well-defined, remain in \( \mathcal{S}(x^0, t^*) \), and converge to a solution \( x^* \) of \( F(x) = 0 \) which is unique in \( \mathcal{S}(x^0, t'') \cap D_0 \). Moreover, the error estimate

\[
\|x^* - x^k\| \leq (\beta \gamma 2^k)^{-1}(2\alpha)^{k}, \quad k = 0, 1, \ldots
\]
holds.

We note that the error estimates (also in later versions) suppose the condition of Lipschitz continuity.

**Counter example.** For the following system

\[
\begin{align*}
  z_1 + \sqrt{z_2^2} &= 4, \\
  \sqrt{z_1^2} + z_2 &= 8
\end{align*}
\]

the Lipschitz inequality (3) doesn't hold for the Euclidean norm.

**Proof.** If \( x = (4, n^{-2}), y = (4, 0) \), then (3) holds if \( \gamma \geq 3/2n \), which is impossible for all \( n \geq 0 \).

**Note.** Instead of (3), we have only a Hölder condition:

\[
\|F'(x) - F'(y)\| \leq \gamma \|x - y\|^p, \quad \forall x, y \in D_0, \quad 0 \leq p \leq 1
\]
with \( p = 1/2, \gamma = 3/2 \).

In the case of only Hölder continuous derivative, *Newton Attraction theorem* (Ortega and Rheinboldt, 1970) states that, if \( x^* \) is a point of attraction of the iteration, then we have superlinear convergence.

We did not find something about the error estimate of the iteration applied to a system like (5). There are several references (Anselsone and Moore, 1966; Dennis, 1969; Gragg and Tapia, 1974) about some generalizations of Kantorovich theorem, however, which assume some conditions for the second derivative.

The purpose of this paper is to find formulas of the error estimate for Newton method in the case a Hölder continuous derivative.
More precisely, we try to generalize the Kantorovich and Mysovskii theorems:

**Newton-Mysovskii Theorem.** (Ortega and Rheinboldt, 1970). Suppose that $F: D \subset \mathbb{R}^n \to \mathbb{R}^m$ is $F$-differentiable on a convex set $D_0 \subset D$ and that for each $x \in D_0$, $F'(x)$ is nonsingular and satisfies the Lipschitz condition (3) and $\|F'(x)^{-1}\| \leq \beta$, $\forall x \in D_0$. If $x^0 \in D_0$ is such that $\|F'(x^0)^{-1}F(x^0)\| \leq \mu$ and $\alpha = \beta^2 \mu^2 < 1$, as well as $\overline{S}(x^0, r_0) \subset D_0$, where

$$r_0 = \mu \sum_{j=0}^{\infty} \alpha^{2^j},$$

then the Newton iterates (2) remain in $\overline{S}(x^0, r_0)$ and converge to a solution $z^*$ of $F(x) = 0$. Moreover, the following estimate hold

$$\|z^* - z^k\| \leq \varepsilon_k \|z^k - z^{k-1}\|, \quad k = 1, 2, \ldots$$

where

$$\varepsilon_k = \alpha \sum_{j=0}^{\infty} (\alpha^{2^j})^{2^j-1} \leq \alpha (\mu(1 - \alpha^{2^j}))^{-1}, \quad k = 1, 2, \ldots$$

The results are stated in Theorem 1 and 2. For the case of Theorem 1 the proof follows the way of the above theorem, but in the case of Ortega's proof for Kantorovich theorem the analogy method do not work.

In the case $p = 1$ the given formulas provide the classic estimates.

2. Main results. We propose the following generalization of the Newton-Mysovskii theorem:

**Theorem 1.** Suppose that $F: D \subset \mathbb{R}^n \to \mathbb{R}^m$ is $F$-differentiable on a convex set $D_0 \subset D$ and that for each $x \in D_0$, $F'(x)$ is nonsingular and satisfies the Hölder condition (6) with $p \leq 1$ and $\|F'(x)^{-1}\| \leq \beta$, $\forall x \in D_0$. If $x^0 \in D_0$ is such that $\|F'(x^0)^{-1}F(x^0)\| \leq \mu$ and $\alpha = \frac{1}{p+1} \beta^2 \mu^2 < 1$, as well as $\overline{S}(x^0, r_0) \subset D_0$, where

$$r_0 = \mu \sum_{j=0}^{\infty} \alpha^{((p+1)2^j-1)/p},$$

$$p$$
then the Newton iterates (2) remain in \( S(z_0, r_0) \) and converge to a solution \( z^* \) of \( F(z) = 0 \). Moreover, the following estimate hold

\[
\|z^* - z^k\| \leq \epsilon_k \|z^k - z^{k-1}\|^{p+1}, \quad k = 1, 2, \ldots ,
\]

where

\[
\epsilon_k = \frac{\alpha}{\mu^p} \sum_{j=0}^{\infty} \left( \alpha(p+1)^j/j^p \right) \left( (p+1)^j-1/j^p \right),
\]

\[
\leq \alpha \mu^{-p} \left( 1 - \alpha(p+1)^j/j^p \right)^{-1}, \quad k = 1, 2, \ldots .
\]

For the Kantorovich theorem, we find a partial generalization:

**Theorem 2.** Assume that \( F:D \subset \mathbb{R}^n \to \mathbb{R}^n \) is \( F \)-differentiable on a convex set \( D_0 \subset D \) and the inequality (6) holds for \( p \leq 1 \). Suppose that there exists an \( z_0 \in D_0 \) such that \( \|F'(z_0)^{-1}\| = \beta \) and \( \alpha = \beta \gamma \mu^p \leq \frac{\mu^p}{p+1} \), where \( \mu \geq \|F'(z_0)^{-1}F(z_0)\| \) and \( S(z_0, (\beta \gamma)^{-1/p}) \subset D_0 \). Then the Newton iterates (2) are well-defined, remain in \( S(z_0, (\beta \gamma)^{-1/p}) \), and converge to a solution \( z^* \) of \( F(z) = 0 \). Moreover, the error estimate

\[
\|z^k - z^*\| \leq \frac{1}{p} \left( \frac{p}{\beta \gamma} \right)^{1/p} \left( (p+1)^j-1/j^p \right)^{(p+1)/p} \left( \frac{(p+1)^j-1/j^p}{p} \right), \quad k = 0, 1, \ldots ,
\]

holds.

We apply the last theorem to our counter example.

**Example.** In the case of system (5), the error estimate is

\[
\|z^k - z^*\| \leq \frac{2}{3} \left( \frac{2}{3} \right)^{p+1/2} \left( \frac{2}{3} \right)^{(p+1)/p}
\]

for an \( z^0 \) such that

\[
\|F'(z_0)^{-1}\| \|F(z_0)\| \leq \frac{4}{81}
\]

holds.
3. Proofs. We need the following earlier results of Ortega and Rheinboldt (1970).

The mean-value theorem for functions with Hölder continuous $F$-derivative. Let $F : D \subset \mathbb{R}^n \to \mathbb{R}^n$ be continuously differentiable on a convex set $D_0 \subset D$ and suppose that, for constants $\gamma \geq 0$ and $p \geq 0$, $F'$ satisfies (6). Then, for any $x, y \in D_0$, \[ \| F y - F z - F'(z)(y - z) \| \leq \frac{\gamma}{p+1} \| y - z \|^{p+1}, \] (14)

Perturbation Lemma. Let $A, C \in L(\mathbb{R}^n)$ and assume that $A$ is invertible, with $\| A^{-1} \| \leq \beta$. If $\| A - C \| \leq \gamma$ and $\beta \gamma < 1$, then $C$ is also invertible, and $\| C^{-1} \| \leq \beta/(1 - \gamma \beta)$.

DEFINITION. Let $\{ z^k \}$ be any sequence in $\mathbb{R}^n$. Then a sequence $\{ t^k \}$ for which \[ \| z^{k+1} - z^k \| \leq t_{k+1} - t_k, \quad k = 0, 1, \ldots \] holds is a majorizing sequence for $\{ z^k \}$.

Note that any majorizing sequence is necessarily monotonically increasing.

Majorizing sequences arise as solutions of certain nonlinear difference equations. The idea is given in the following two lemmas.

Lemma 1. For $G : D \subset \mathbb{R}^n \to \mathbb{R}^n$, suppose that there exists a monotone function $\phi : (0, \infty) \to (0, \infty)$ such that on some set $D_0 \subset D$ \[ \| G^2(x) - G(x) \| \leq \phi(\| G(x) - x \|), \quad \forall x, G(x) \in D_0, \] (15) assume, further, that for some $z^0 \in D_0$ the iterates $z^k = G^k(z^0)$, $k = 1, 2, \ldots$ remain in $D_0$ and the sequence $t_k$ defined by \[ t_{k+1} = t_k + \phi(t_k - t_{k-1}), \quad t_0 = 0, \quad t_1 \geq \| G(z^0) - z^0 \|, \quad k = 1, 2, \ldots \] converges to $t^* < \infty$. Then \[ \lim_{k \to \infty} z^k = z^* \] exists and the estimate \[ \| z^* - z^k \| \leq t^* - t_k, \quad k = 0, 1, \ldots \] (16)
holds. Moreover, if \( x^* \in D \) and \( G \) is continuous at \( x^* \), then \( x^* = G x^* \).

If an inequality of the form

\[
\| G^2(x) - G(x) \| \leq \phi(\| G(x) - x \|), \quad \| G(x) - x^0 \|, \| x - x^0 \|),
\]

\( \forall x, \ G(x) \in D_0 \)

holds, Lemma 1 extends to a more general setting:

**Lemma 2.** Let \( G : D \subset \mathbb{R}^n \to \mathbb{R}^n \) and \( \phi : J_1 \times J_2 \times J_3 \subset \mathbb{R}^3 \to [0, \infty), \) where each \( J_i \) is an interval of the form \([0, \alpha], \ [0, \alpha), \) or \([0, \infty)\) and \( \phi \) is monotone in each variable. Suppose that there is a set \( D_0 \subset D \) and an \( x^0 \in D_0 \) such that (17) holds whenever \( x, G(x) \in D_0, \) and that with \( t_0 = 0, \ t_1 \geq \| x^0 - G(x^0) \| \) the solution of the difference equation

\[
t_{k+1} - t_k = \phi(t_k - t_{k-1}, t_k, t_{k-1}), \quad k = 1, 2, \ldots
\]

exists and converges to \( t^* < \infty. \) Finally, assume either that \( \mathcal{B}(x^0, t^*) \subset D_0 \) or that \( S(x^0, t^*) \subset D_0 \) and \( t_k < t^* \) for all \( k \geq 0. \) Then the iterates \( x^{k+1} = G(x^k), k = 0, 1, \ldots \) are well-defined, lie in \( \mathcal{B}(x^0, t^*), \) converge to some \( x^* \in \mathcal{B}(x^0, t^*), \) and satisfy (16).

**Proof of Theorem 1.** We define \( Gx = x - F'(x)^{-1}F(x). \) Then

\[
\| G^2(x) - G(x) \| \leq \beta \| F(G(x)) - F(x) - F'(x)(G(x) - x) \|
\]

\[
\leq \frac{1}{p+1} \beta \gamma \| G(x) - x \|^{p+1},
\]

and the associate difference equation is the following:

\[
t_{k+1} - t_k = \frac{1}{p} \beta \gamma (t_k - t_{k-1})^{p+1}, \quad t_0 = 0, \ t_1 = \mu, \ k = 1, 2, \ldots
\]

We show by induction that

\[
t_{k+1} - t_k \leq \mu a \left( (p+1)^{p-1} - 1 \right)^{p-1} \]

holds. For \( k = 0 \) that is correct because \( t_1 - t_0 \leq \mu \leq \mu. \) If it holds for \( k = j - 1, \) then

\[
t_{j+1} - t_j \leq \frac{1}{p+1} \beta \gamma \left( \mu a \left( (p+1)^{p-1} - 1 \right)^{p-1} \right) \]

for \( k = j - 1, \) then
Inequality (18) provides
\begin{equation}
t^* = \lim_{k \to \infty} t_k = \lim_{k \to \infty} \sum_{j=0}^{k-1} (t_{j+1} - t_j) \leq \mu \sum_{j=0}^{\infty} \alpha^{(j+1)/p-1} = r_0.
\end{equation}

Now the convergence statement follows from Lemma 1.

In order to obtain an error estimate, we define \( \alpha_0 = \beta \gamma / (p+1) \) and from
\begin{align*}
\|z^{k+1} - z^k\| &\leq \alpha_0 \|z^k - z^{k-1}\|^{p+1} \\
&\leq \alpha_0 (t_k - t_{k-1})^{p+1} \leq \alpha_0 \mu^{p+1} \alpha_0 (t_k - t_{k-1})^{(p+1)/p-1} \\
\end{align*}
results
\begin{align*}
\|z^{k+m} - z^k\| &\leq \sum_{j=k}^{k+m-1} \|z^{j+1} - z^j\| \leq \sum_{j=1}^{m} \alpha_0 ((p+1)/p-1)/p \|z^j - z^{j-1}\|^{(p+1)/p-1} \\
&\leq \|z^k - z^{k-1}\|^{p+1} \sum_{j=1}^{m} \alpha_0 ((p+1)/p-1)/p (t_k - t_{k-1})^{(p+1)/p-1}. \\
\end{align*}

Since
\begin{align*}
\sum_{j=1}^{m} \alpha_0 ((p+1)/p-1)/p (t_k - t_{k-1})^{(p+1)/p-1} &\leq \sum_{j=1}^{m} \alpha_0 ((p+1)/p-1)/p \left( \frac{\alpha_0 (p+1)/p-1}{\alpha_0} \right)^{(p+1)/p-1}/p \\
&= \alpha_0 \sum_{j=1}^{m} \alpha_0 (p+1)/p-1 \epsilon_k \leq \alpha_0 \mu^{p+1} \left[ 1 - \alpha_0 (p+1)/p \right]^{-1},
\end{align*}
the proposed inequality holds.

Proof of Theorem 2. Set \( D_1 = \{x, (\beta \gamma)^{-1}/p \} \cap D_0 \). Then for \( x \in D_1 \) we have
\begin{align*}
\|F'(x) - F'(z^0)\| &\leq \gamma \|x - z^0\| < \frac{1}{\beta} \leq \frac{1}{\|F'(z^0)^{-1}\|}. \\
\end{align*}
Thus, the perturbation lemma shows that \( F'(x) \) is nonsingular for all \( x \in D_1 \), and that
\begin{align*}
\|F'(x)^{-1}\| &\leq \frac{\beta}{1 - \beta \gamma \|x - z^0\|/p}, \quad \forall x \in D_1, \\
\end{align*}
so that \( G(x) = x - F'(x)^{-1}F(x) \) is well defined on \( D_1 \).

If \( x, G(x) \in D_1 \), it follows from the mean-value theorem that

\[
\|G^2(x) - G(x)\| = \|F'(G(x))^{-1}F'(x)(G(x) - x)\|
\leq \frac{1}{p + 1} \beta\gamma \frac{1}{1 - \beta\gamma \|G(x) - x\|^p}
\leq \phi \left( \|G(x) - x\|, \|G(x) - x^0\| \right),
\]

where

\[
\phi(s, t) = \frac{1}{p + 1} \beta\gamma \frac{s^{p+1}}{1 - \beta\gamma t^p}.
\]

We now apply Lemma 2 to the difference equation.

\[
t_{k+1} - t_k = \phi(t_k - t_{k-1}, t_k), \quad t_0 = 0, \quad t_1 = \mu, \quad k = 1, 2, \ldots
\]

We now show that \( \{t_k\} \) is an increasing and bounded sequence, in fact that

\[
t_{k+1}^p < \frac{1}{\beta\gamma}, \quad t_{k+1} > t_k, \quad t_{k+1} - t_k \leq \mu a^k
\]

holds for \( k = 0, 1, \ldots \). We use the induction method. The inequalities clearly hold for \( k = 0 \). We assume they hold for \( k - 1 \).

First we consider the inequality (19.1). It follows from (19.3) for \( i = 0(1)k - 1 \) that

\[
t_k \leq \mu + \ldots + \mu a^{k-1} = \mu \frac{1 - a^k}{1 - a}.
\]

From the recurrence relation for \( t_{k+1} \) we obtain the following equivalent form for (19.1):

\[
\frac{(\beta\gamma)^{p+1}}{p + 1}(t_{k+1} - t_{k-1})^p \leq (1 - \beta\gamma t_k^p)[1 - (\beta\gamma)^{1/p} t_k].
\]
It is possible to consider the following more restricted inequality, if we consider the definition of $a$, (20), the condition that $p \leq 1$, and (19.3) for $k - 1$:

$$
\alpha^{(k-1)p+1} \alpha^{k-1+1/p} \leq \left[ 1 - a \left( \frac{1 - \alpha^k}{1 - a} \right)^p \right] \left[ 1 - a^{1/p} \frac{1 - \alpha^k}{1 - a} \right].
$$

This follows from

$$
\alpha^{k-1+1/p} + \alpha^{1/p} \frac{1 - \alpha^k}{1 - a} \leq \left[ \alpha^{(k-1)p+1} + \alpha \left( \frac{1 - \alpha^k}{1 - a} \right)^p \right]^{1/p} \leq 1,
$$

$$
\alpha^p \leq \frac{p}{p+1} \rho \leq \frac{1}{2},
$$

$$
\alpha^{(k-1)p+1} + \alpha \left( \frac{1 - \alpha^k}{1 - a} \right)^p \leq \alpha [\alpha^{(k-1)p} + 1 + \cdots + \alpha^{(k-1)p}] \leq \frac{1}{2} (1 + \cdots + \frac{1}{2^{k-1}}) = 1.
$$

With this (19.1) is proved.

From (19.1) for $k$ and (19.2) for $k - 1$ we notice that

$$
t_{k+1} - t_k = \frac{\beta}{p+1} \frac{(t_k - t_{k-1})^{p+1}}{1 - \beta \gamma t_k^p} > 0.
$$

We consider now the inequality (19.3). From (19.3) for $k - 1$ and (20), the inequality at $k$ is satisfied if

$$
f(k) = \frac{\alpha^{p-p}}{p+1} + \alpha \left( \frac{1 - \alpha^k}{1 - a} \right)^p \leq 1.
$$

But this is true because $f'(k) \leq 0$ and therefore $f(k) \leq f(1) = 1$, $\forall k \geq 1$.

The inequalities (19) prove that $t^* = \lim_{k \to \infty} t_k$ exists and $t^* \in \mathcal{S}(t_0, (\beta t)^{-1/p})$.

Lemma 2 now ensures that all $x^k$ are well-defined, remain in $D_1$, and converge to a $x^* \in D_1$. Moreover, $G$ is continuous at $x^*$ so that $x^* = G(x^*)$. This implies that $F(x^*) = 0$.

In order to obtain the error estimate, we show first that

$$
\frac{1}{1 - \beta \gamma t_k^p} \leq \frac{1}{p} (p+1)^{bp}.
$$
That result from (20), the boundary of \( \alpha \) (from the hypothesis) and

\[
\frac{p}{(p+1)^{k+1}} + \frac{1 - (p/(p+1))^k}{1 - p/(p+1)} \leq f(k) = \frac{p}{(p+1)^{k+1}} + \left(\frac{p}{p+1}\right)^{1-p} \left[1 - \frac{1}{(p+1)^k}\right]^p \leq 1,
\]

which is true because \( f'(k) \geq 0 \) and \( f(k) \leq \lim_{k \to \infty} f(k) = [p/(p+1)]^{1-p} \leq 1 \).

In addition,

\[
t_{k+1} - t_k \leq \left(\frac{p}{\beta \gamma}\right)^{1/p} \frac{1}{(p+1)^{k+1}} \left[\frac{(p+1)^k \alpha}{p}\right] \left(\frac{1-p}{p}\right)^{(p+1)^k/p}, \quad k = 0, 1, \ldots
\]

holds. This is clearly correct for \( k = 0 \) and, if it holds for \( k - 1 \), then for \( k \)

\[
t_{k+1} - t_k = \frac{\beta \gamma}{p+1} \left(t_k - t_{k-1}\right)^{p-1} \leq \left(\frac{p+1}{\beta \gamma t_k}\right)^{p-1} \left(t_k - t_{k-1}\right)^{p-1}
\]

\[
= (p+1)^{(p+1)^k-(k+1)} \left(\frac{\beta \gamma}{p}\right)^{(p+1)^k/(p-1)} \left(\frac{\alpha}{\beta \gamma}\right)^{(p+1)^k/p}
\]

Now, the error estimate on \( t_k \) follows from

\[
t^* - t_k = \sum_{i=0}^{\infty} (t_{k+i+1} - t_{k+i}) \leq \left(\frac{p}{\beta \gamma}\right)^{1/p} \frac{1}{(p+1)^{k+1}} \left[\frac{(p+1)^k \alpha}{p}\right] \left(\frac{1-p}{p}\right)^{(p+1)^k/p}
\]

\[
\times \sum_{i=0}^{\infty} \frac{1}{(p+1)^i} \left[\frac{(p+1)^k \alpha}{p}\right] \left(\frac{1-p}{p}\right)^{(p+1)^k/p}
\]

Using \( (p+1)^k \alpha/p \leq 1 \), following from \( \alpha \leq p/(p+1) \) and \( (p+1)^{p-1} \leq 1 \), we obtain

\[
t^* - t_k \leq \left(\frac{p}{\beta \gamma}\right)^{1/p} \frac{1}{(p+1)^{k+1}} \left[\frac{(p+1)^k \alpha}{p}\right] \left(\frac{1-p}{p}\right)^{(p+1)^k/p} \sum_{i=0}^{\infty} \frac{1}{(p+1)^i}
\]

The statement (13) follows from Lemma 2. With this Theorem 2 is proved.
On the Kantorovich hypothesis
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