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Abstract. A fault-tolerant software unit is composed of
N ≥ 2 diverse member units, usually developed by N separate teams,
and an execution environment. The development process employs
diversity requirements, communication protocols, and inter-team
isolation rules to promote the greatest possible independence of
team efforts and diversity among their products. The principal
models, specification, building, evaluation, and system integration
of fault-tolerant software are discussed, and goals for future work
are suggested.
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1. Fault tolerance and design diversity. Fault tolerance is a function of computing systems that serves to ensure the continued delivery of required services in the presence of faults which cause errors within the system [1]. Defenses against physical faults that affect computing hardware have been employed since the first computers were built in the 1940's [2], and the unifying concept of fault tolerance was formulated in 1967 [3,4]. The abbreviations "FT" for "fault tolerance" and "f-t" for "fault-tolerant" will be used throughout this paper.
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IFIP Working Group 10.4, "Dependable Computing and Fault Tolerance," was established in 1980 and has taken a leading role in promoting this field of computer science and engineering. A comprehensive book, containing 18 contributions on the evolution of fault-tolerant computing throughout the world was the result of a symposium that was organized by WG 10.4 and held in Baden, Austria in 1986 [2].

Software faults, or "bugs," are not of physical nature; they are design faults, due to the mistakes and oversights of humans that occur while they specify, design, build, operate, modify, and maintain the software of computing systems. Fault avoidance and fault removal after failures occur are the usual means to cope with software faults. Research efforts to devise fault tolerance techniques for software faults have been active since the early 1970's, and systems that can tolerate software faults have been built for railway switching, aircraft flight control, and nuclear reactor monitoring [5]. This paper addresses the main issues of software fault tolerance: the models, specification, building, evaluation, and system integration of fault-tolerant software. Two sources are recommended for further insights: the discussion of design fault tolerance by Brian Randell [6], and the 1988 book on software diversity edited by Udo Voges, which also contains an annotated bibliography of 208 entries [5].

We say that a unit of software (module, CSCI, etc.) is fault-tolerant if it can continue delivering the required service, i.e., supply the expected outputs with the expected timeliness, after dormant (previously undiscovered, or not removed) imperfections or "bugs", called software faults in this paper, have become active by producing errors in program flow, internal state, or results generated within the software unit. When the errors disrupt (alter, halt, or delay) the service expected from the software unit, we say that it has failed for the duration of
service disruption. A non-fault-tolerant software unit will be called simplex in this paper.

Multiple, redundant computing channels (or "lanes") have been widely used in sets of \( N = 2, 3, \) or 4 to build f-t hardware systems [2, 7]. To make a simplex software unit fault-tolerant, the corresponding solution is to add one, two, or more simplex units to form a set of \( N \geq 2 \). The redundant units are intended to compensate for, or mask a failed software unit when they are not affected by the same software fault. The critical difference between multiple-channel hardware systems and f-t software units is that the simple replication of one design that is effective against random physical faults in hardware is not sufficient for software FT. Copying software will also copy the dormant software faults; therefore each simplex unit in the f-t set of \( N \) needs to be built separately and independently of the other members of the set. This is the concept of software design diversity [9].

Design diversity is applicable to tolerate design faults in hardware as well [7, 9]. A few multichannel systems with diverse hardware and software have been built; they include the flight control computers for the Boeing 737–300 [10], and the Airbus [11] airliners. Variations of the diversity concept have been widely employed in technology and in human affairs. Examples in technology are: a mechanical linkage backing up an electrical system to operate aircraft control surfaces, an analog system standing by for a primary digital system that guides spacecraft launch vehicles, etc. In human activities we have the pilot–copilot–flight engineer teams in cockpits of airliners, two–or three–surgeon teams at difficult operations, and similar arrangements.

Two techniques that support fault tolerance of software remain outside of the scope of this paper. They are: (1) the minimization of the number of undetected dormant software faults in simplex units by the use of advanced software en-
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gineering methods in their building, testing, and integration, as well as by the use of proof techniques, and (2) the incorporation of error detecting and fault handling features, such as assertions, reasonableness checks, exception detectors and handlers, etc., into simplex software units. Both techniques enhance the dependability of each member, and thus reinforce the FT capability of a f-t software unit; however, they are not sufficient to make a simplex unit fault-tolerant. Furthermore, the building of executive software that supports and supervises the functioning of hardware FT with respect to physical faults is an important issue that is beyond the bounds of this review.

2. Models and techniques. A set of \( N \geq 2 \) diverse simplex units alone is not fault-tolerant; the simplex units need an execution environment (EE) for f-t operation. Each simplex unit also needs FT features that allows it to serve as a member of the f-t software unit with support of the EE. The simplex units and the EE have to meet three requirements: (1) the EE must provide the support functions to execute the \( N \geq 2 \) member units in a fault-tolerant manner; (2) the specifications of the individual member units must define the FT features that they need for f-t operation supported by the EE; (3) the best effort must be made to minimize the probability of an undetected or unrecoverable failure of the f-t software unit that would be due to a single cause.

The evolution of techniques for building f-t software out of simplex units has taken two directions. The two basic models of f-t software units are known as Recovery Blocks (RB) [6, 12] and N-Version Software (NVS) [13, 14]. The common property of both models is that two or more diverse units (called versions in NVS, and alternates and acceptance tests in RB) are employed to form a f-t software unit. The most fundamental difference is the method by which the decision is made that determines the outputs to be produced by the f-t
The NVS approach employs a generic decision algorithm (DA) that is provided by the EE and looks for a consensus of two or more outputs among \( N \) member versions. The RB model applies the acceptance test (AT) to the output of an individual alternate; this AT must by necessity be specific for every distinct service, i.e., it is customdesigned for a given application, and is a member of the RB \( f-t \) software unit, but not a part of the EE.

\( N = 2 \) is the special case of fail-safe software units with two versions in NVS, and one alternate with one AT in RB. They can detect disagreements between the versions, or between the alternate and the AT, but cannot determine a consensus in NVS, or provide a backup alternate in RB. Either a safe shutdown is executed, or a supplementary recovery process must be invoked in case of disagreement.

Both RB and NVS have evolved procedures for error recovery. In RB, backward recovery is achieved in a hierarchical manner through a nesting of RBs, supported by a recursive cache [12], or recovery cache [15] that is part of the EE. In NVS, forward recovery is done by the use of the community error recovery algorithm [16] that is supported by the specification of recovery points and by the decision algorithm of the EE. Both recovery methods have limitations: in RB, errors that are not detected by an AT are passed along and do not trigger recovery; in NVS, recovery will be wrong if a majority of versions have the same erroneous state at the recovery point.

It is evident that the RB and NVS models converge if the AT is done by NVS technique, i.e., when the AT is specified to be one or more independent computations of the same outputs, followed by a choice of a consensus result. It must be noted that the individual versions of NVS usually contain error detection and exception handling (similar to an AT), and that the decision algorithm DA takes the known failures of
member versions into account [17, 18]. Reinforcement of the DA by means of a preceding AT (a filter) has been addressed in [19], and the use of an AT when the DA cannot make a decision in [20, 21].

The RB technique evolved as a result of the long-term investigation of system reliability that was initiated by Brian Randell at the University of Newcastle upon Tyne in 1970 [22]. In the RB technique the \( N - 1 \) alternates and the AT are organized in a manner similar to the dynamic redundancy (standby sparing) technique in hardware [23]. RB performs run-time software, as well as hardware, error detection by applying the AT to the results delivered by the first alternate. If the AT is not passed, recovery is implemented by state restoration, followed by the execution of the next alternate. Recovery is considered complete when the AT is passed. A concise view of the evolution of the RB concept and its place in the general context of dependable computing is presented in [6]. The properties of RB software units are discussed in section 4 of this paper.

The effort to develop a systematic process (a paradigm) for the building of \( f-t \) software units that tolerate software faults, and function analogously to majority-voted multichannel hardware units, such as TMR, was initiated at UCLA in early 1975 as a part of research in reliable computing that the author had started in 1961 [4]. The process was first called "redundant programming" [24], and was renamed "N-Version Programming" (NVP) in the course of the next two years [13]. The name "N-Version Software" (NVS) is used to designate the \( f-t \) software units that are the products of the NVP process. The research effort has continued until the present, and a summary of the results is presented in the following section 3.

\( N \)-version software had remained of little interest to the mainstream researchers and developers of software for a relatively long time. Some suggestions had appeared in the early
and mid-1970's [25, 26, 27, 28]; however, the first suggestion of multi-version computing was published in the *Edinburgh Review* of July 1834 by Dionysius Lardner, who wrote in his article "Babbage's calculating engine" as follows [29]:

"The most certain and effectual check upon errors which arise in the process of computation, is to cause the same computations to be made by separate and independent computers; and this check is rendered still more decisive if they make their computations by different methods."

Charles Babbage himself had written in 1837 in a manuscript that was only recently published [30]:

"When the formula to be computed is very complicated, it may be algebraically arranged for computation in two or more totally distinct ways, and two or more sets of cards may be made. If the same constants are now employed with each set, and if under these circumstances the results agree, we may then be quite secure of the accuracy of them all."

3. Building *N*-version software. An NVS unit is a f-t software unit that depends on a generic decision algorithm (part of the EE) to determine a consensus result from the results delivered by two or more (*N* ≥ 2) member versions of the NVS unit. The process by which the NVS versions are produced is called *N*-Version Programming (NVP). The EE that embeds the *N* versions and supervises their f-t execution is called the *N*-Version Executive (NVX). The NVX may be implemented by means of software, hardware, or combination of both. The major objective of the NVP process is to minimize the probability that two or more versions will produce similar erroneous results that coincide in time for a decision (consensus) action of NVX.

Building and using NVS requires three major efforts that are discussed below: (1) to specify the member versions of the NVS unit, including all features that are needed to embed them into the NVX; (2) to define and execute the NVP process
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in a manner that maximizes the independence of the programming efforts; (3) to design and build the NVX system for a very dependable and time-efficient execution of NVS units.

3.1 The Specification of Member Versions for NVS. The specification of the member versions, to be called "V-spec", represents the starting point of the NVP process. As such, the V-spec needs to state the functional requirements completely and unambiguously, while leaving the widest possible choice of implementations to the N programming efforts. It is the "hard core" of the NVS fault tolerance approach. Latent defects, such as inconsistencies, ambiguities, and omissions in the V-spec are likely to bias otherwise entirely independent programming or design efforts toward related design faults. The specifications for simplex software tend to contain guidance not only "what" needs to be done, but also "how" the solution ought to be approached. Such specific suggestions of "how" reduce the chances for diversity among the versions and should be systematically eliminated from the V-spec.

The V-spec may explicitly require the versions to differ in the "how" of implementation. Diversity may be specified in the following elements of the NVP process: (1) training, experience, and location of implementing personnel; (2) application algorithms and data structures; (3) software development methods; (4) programming languages; (5) programming tools and environments; (6) testing methods and tools. The purpose of such required diversity is to minimize the opportunities for common causes of software faults in two or more versions (e.g., compiler bugs, ambiguous algorithm statements, etc.), and to increase the probabilities of significantly diverse approaches to version implementation. It is furthermore possible to impose differing diversity requirements for separate stages of the software development process, such as design, coding, testing, and even for the process of writing of the V-specs themselves, as discussed later.
Each V-spec must prescribe the matching features that are needed by the NVX to execute the member versions as an NVS unit in a fault-tolerant manner [32]. The V-spec defines: (1) the functions to be implemented, the time constraints, the inputs, and the initial state of a member version; (2) requirements for internal error detection and exception handling (if any) within the version; (3) the diversity requirements; (4) the cross-check points ("cc-points") at which the NVX decision algorithm will be applied to specified outputs of all versions; (5) the recovery points ("r-points") at which the NVX can execute community error recovery [16] for a failed version; (6) the choice of the NVX decision algorithm and its parameters to be used at each cc-point and r-point; and (7) the response to each possible outcome of an NVX decision, including absence of consensus.

The NVX decision algorithm applies generic consensus rules to determine a consensus result from all valid version outputs. It has separate variants for real numbers, integers, text, etc. [14, 39]. The parameters of this algorithm describe the allowable range of variation between numerical results, if such a range exists, as well as any other acceptable differences in the results from member versions, such as extra spaces in text output or other "cosmetic" variations.

The limiting case of required diversity is the use of two or more distinct V-specs, derived from the same set of user requirements. Two cases have been practically explored: a set of three V-specs (formal algebraic OBJ, semi-formal PDL, and English) that were derived together [17, 18], and a set of two V-specs that were derived by two independent efforts [31]. These approaches provide additional means for the verification of the V-specs, and offer diverse starting points for version implementers.

In the long run, the most promising means for the writing of the V-specs are formal specification languages. When such
specifications are executable, they can be automatically tested for latent defects [33, 34], and they serve as prototypes of the versions that may be used to develop test cases and to estimate the potential for diversity. With this approach, verification is focused at the level of specification; the rest of the design and implementation process as well as its tools need not be perfect, but only as good as possible within existing resource and time constraints. The independent writing and testing by comparison of two specifications, using two formal languages, should increase the dependability of specifications beyond the present limits. Most of the dimensions of required diversity that were discussed above then can also be employed in V-spec writing. Among contemporary specification languages, promising candidates for V-specs that have been studied and used at UCLA are OBJ [35] that has been further developed, the Larch family of specification languages [36], PAISley from AT&T Bell Laboratories [37], and also Prolog as a specification language.

3.2 The N-Version Programming Process: NVP

NVP has been defined from the beginning as "the independent generation of $N \geq 2$ functionally equivalent programs from the same initial specification" [13]. "Independent generation" meant that the programming efforts were to be carried out by individuals or groups that did not interact with respect to the programming process. Wherever practical, different algorithms, programming languages, environments, and tools were to be used in each separate effort. The NVP approach was motivated by the "fundamental conjecture that the independence of programming efforts will greatly reduce the probability of identical software faults occurring in two or more versions of the program" [13]. The NVP process has been developed since 1975 in an effort that included five consecutive experimental investigations [17, 18, 32, 38]. The following description presents the current NVP paradigm for the development of NVS.
The application of a proven software development method, or of diverse methods for individual versions, remains the core of the NVP process. However, contemporary methods were not devised with the intent to reach the special goal of NVP, which is to minimize the probability that two or more member versions of an NVS unit will produce similar erroneous results that are coincident in time for an NVX decision at a cc-point or r-point. NVP begins with the choice of a sound software development process for an individual version. This process is supplemented by procedures that aim: (1) to attain the maximum isolation and independence (with respect to software faults) of the \( N \) concurrent version development efforts, and (2) to encourage the greatest diversity among the \( N \) versions of an NVS unit. Both procedures serve to minimize the chances of related software faults being introduced into two or more versions via potential "fault leak" links, such as casual conversations or E-mail exchanges, common flaws in training or in manuals, use of the same faulty compiler, etc.

Diversity requirements support this objective, since they provide more natural isolation against "fault leaks" between the teams of programmers. Furthermore, it is conjectured that the probability of a random, independent occurrence of faults that produce the same erroneous results in two or more versions is less when the versions are more diverse. A second conjecture is that even if related faults are introduced, the diversity of member versions may cause the erroneous results not to be similar at the NVX decision.

In addition to required diversity, two techniques have been developed to maximize the isolation and independence of version development efforts: (1) a set of mandatory rules of isolation, and (2) a rigorous communication and documentation protocol. The rules of isolation are intended to identify and eliminate all potential "fault leak" links between the programming teams (P–teams). The development of the rules is
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an ongoing process, and the rules are enhanced when a previously unknown "fault leak" is discovered and its cause is pinpointed. The communication and documentation (C&D) protocol imposes rigorous control on the manner in which all necessary information flow and documentation efforts are conducted. The main goal of the C&D protocol is to avoid opportunities for one P-team to influence another P-team in an uncontrollable, and unnoticed manner. In addition, the C&D protocol documents communications in sufficient detail to allow a search for "fault leaks" if potentially related faults are discovered in two or more versions at some later time.

A coordinating team (C-team) is the keystone of the C&D protocol. The major functions of the C-team are: (1) to prepare the final texts of the V-specs and of the test data sets; (2) to set up the implementation of the C&D protocol; (3) to acquaint all P-teams with the NVP process, especially rules of isolation and the C&D protocol; (4) to distribute the V-specs, test data sets, and all other information needed by the P-teams; (5) to collect all P-team inquiries regarding the V-specs, the test data, and all matters of procedure; (6) to evaluate the inquiries (with help from expert consultants) and to respond promptly either to the inquiring P-team only, or to all P-teams via a broadcast; (7) to conduct formal reviews, to provide feedback when needed, and to maintain synchronization between P-teams; (8) to gather and evaluate all required documentation, and to conduct acceptance tests for every version. All communications between the C-team and the P-teams must be in standard written format only, and are stored for possible post mortems about "fault leaks". Electronic mail has proven to be the most effective medium for this purpose. Direct communications between P-teams are not allowed at all.

3.3 Functions of the N-Version Executive NVX
The NVX is an implementation of the set of functions that
are needed to support the execution of $N$ member versions as a f-t NVS unit. The functions are generic; that is, they can execute any given set of versions generated from a V-spec, as long as the V-spec specifies the proper matching features (sec. 4.1) for the NVX. The NVX may be implemented in software, in hardware, or in a combination of both. The principal criteria of choice are very high dependability and fast operation. These objectives favor the migration of NVX functions into VLSI-implemented fault-tolerant hardware: either complete chips, or standard modules for VLSI chip designs.

The basic functions that the NVX must provide for NVS execution are: 1) the decision algorithm, or set of algorithms; 2) assurance of input consistency for all versions; 3) inter-version communication; 4) version synchronization and enforcement of timing constraints; 5) local supervision for each version; 6) the global executive and decision function for version error recovery at r-points, or other treatment of faulty versions; and 7) a user interface for observation, debugging, injection of stimuli, and data collection during $N$-version execution of application programs. The nature of these functions is extensively illustrated in the description of the DEDIX (Design DIversity eXperiment) NVX and testbed system that was developed at UCLA to support NVP research [14, 39].

4. Building recovery blocks. A Recovery Block (RB) is a f-t software unit originally defined as consisting of two or more simplex software units called alternates, and one software unit called an acceptance test (AT) that "... is a logical expression without side effects (which) is evaluated on exit from any alternate to determine whether the alternate has performed acceptably" [23]. Only one AT (for all alternates) is to be used with any one RB, and "... it is for the designer to decide upon the appropriate level of rigor of the test" [23]. Explicit requirements for independence between the programming of the alternates and the acceptance test are not stated
in this original formulation. A later large-scale experimental study required alternate modules of independent design, and "... a strict discipline precluding cooperation or consultation ...", since full isolation was not practical [40]. A rigorous process, analogous to the NVP paradigm, has not been explicitly prescribed for the building of RB units; however, the NVP process is readily adaptable. A similar observation applies also to the RB specification that should serve as the starting point for the alternates and the acceptance test AT. Once again, the V-spec approach of NVS is adaptable; however, it remains to be established how the AT specification should differ from the specification of the alternates in order to convey the unique properties and constraints of the AT.

The RB concept also poses a requirement to provide a recovery structure which is common to a set of interacting processes, since it is not known at the time of the interaction whether a process may be "backed up" upon failing the AT at a later time. Such a recovery structure has been termed a conversation [23], later implemented in a restricted form as a dialogue [40]. The NVS approach avoids the need for such dialogues because it requires that a cc-point should be located at every output of a version. Other sophisticated RB features that have been devised are RB nesting, and multilevel structuring of error recovery, using f-t virtual machine interfaces [23]. Their specification as well as the specification of dialogues are added requirements for the specification of RBs. The RB EE is required to provide an automatic method for the resetting of the system to the state it had just before the entry to the primary alternate. The mechanism to accomplish this goal was the recursive cache [12], which was subsequently refined and implemented in hardware as the recovery cache [15, 41]. The recent experimental RB study also shows that additional EE functions had to be provided in the from of extensions to the existing MASCOT operating system to pro-
vide support for dialogues and to utilize the hardware recovery cache [40]. Early implementation studies of the RB approach have been described in [15, 42].

A variation of the RB is the distributed RB (DRB) scheme [43, 44, 45]. In DRB, two or more identical RBs are executed concurrently on separate hardware channels, with each RB executing a different alternate and then performing the AT. The computation can proceed as long as at least one alternate passes the AT; however, recovery still needs to be implemented in the RBs with failed alternates. A hardware testbed for DRB has been implemented, and a long-term investigation is in progress. The error detection coverage of the AT is the most critical parameter for the DRB scheme, since the same AT is employed throughout all nodes. DRB comes close to NVS when the concurrently executing nodes interact [45], since a consensus decision can be implemented through such interaction. The remaining difference is that the same AT is used for every alternate in DRB, while the NVP process allows every P–team to implement its own internal error detection and exception handling [17, 18].

Another variation in which the alternates are executed concurrently and employ either individual ATs or pairwise comparisons, has been termed N self-checking programming [46]. Combinations of RB and NVS have also been proposed. In the two-step adjudicator a "filter" AT precedes the decision [19], while in consensus RB the AT is invoked if a decision cannot be made by the DA [20, 21].

5. Dependability modeling of f–t software. The benefits of fault tolerance are predicted by quantitative modeling of the reliability, availability, and safety (i.e., the dependability) of the system for specified time intervals and operating conditions. The conditions include acceptable service levels, timing constraints on service delivery, and operating environments that include expected fault classes and their rates of
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occurrence. The quality of fault–tolerance mechanisms is expressed in terms of coverage parameters for error detection, fault location, and system recovery. A different FT specification is the minimal tolerance requirement to tolerate one, two, or more faults from a given set, regardless where in the system they occur. The one-fault requirement in frequently stated as "no single point of failure" for given operating conditions. An analysis of the design is needed to show that this requirement is met.

The similarity of NVS and RB as f–t software units has allowed the construction of a model for the prediction of reliability and average execution time of both RB and NVS. The model employs queuing theory and a state diagram description of the possible outcomes of NVS and RB unit execution. An important question explored in this model is how the gain in reliability due to the fault tolerance mechanisms is affected when related faults appear in two or more versions of NVS, and when the AT has less than perfect coverage (due to either incompleteness, or own faults) with respect to the faults in RB alternates. The correlation factor $c'$ is the conditional probability of a majority of versions (in NVS) or one alternate and the AT (in RB) failing in such a way that a faulty result is passed as an output of the f–t software unit. The model shows strong variation of the reliability of f–t software units as a function of $c'$ [47, 48]. The criticality of related faults had been recognized quite early for both RB [42] and NVS [47]; later the same problem was investigated, apparently without awareness of the earlier results, in [20, 49], reaching similar conclusions. Recent studies have further explored the modeling of f–t software, including the impact of related faults on the reliability and safety of both NVS and RB [50, 51, 52, 53].

6. Experimental investigations. At the time when the RB and NVP approaches were first formulated, neither formal theories nor past experience was available about how f–t
software units should be specified, built, evaluated and supervised. Experimental, "hands-on" investigations were needed in order to gain the necessary experience and methodological insights.

The effectiveness of the RB approach has been studied in two long-term efforts. Newcastle studies began in the mid-70s [15, 41] and recently dealt with the use of the RB technique and "conversations" in a medium-scale (8000 lines of source code in Coral language, 14 concurrent activities) real-time command and control system [40]. The ongoing UC Irvine effort has investigated distributed RB implementation of real-time radar-tracking programs [44, 45].

The NVP research approach at UCLA was to choose some practically sized problems, to assess the applicability of $N$-version programming, and to generate a set of versions. The versions were executed as NVS units, and the observations were applied to refine the process and to build up the concepts of NVP. The first detailed review of NVP and a discussion of two sets of results, using 27 and 16 independently written versions, were published in 1977 and 1978, respectively [13, 32]. The subsequent investigation employed three distinct specifications: algebraic OBJ [35], structured PDL, and English, and resulted in 18 versions of an "airport scheduler" program [17]. This effort was followed by five versions of a program for the NASA/Four University study [54], and then by an investigation in which six versions of an automatic landing program for an airliner were written, using six programming languages: Pascal, C, Ada, Modula-2, Prolog, and T [38]. In parallel with the last two efforts, a distributed NVX supervisor called DEDIX (DESign DIversity eXperimenter) was designed and programmed [39].

The primary goals of the five consecutive UCLA investigations were: to develop and refine the NVP process and the NVX system (DEDIX), to assess the methods for NVS
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specification, to investigate the types and causes of software design faults, and to design successively more focused studies. Numerical predictions of reliability gain through the use of NVS were deemphasized, because the results of any one of the NVP exercises are uniquely representative of the quality of the NVP process, the specification, and the capabilities of the programmers at that time. The extrapolation of the results is premature when the NVP process is still being refined. The UCLA NVP paradigm that is described here is now considered sufficiently complete for practical application and quantitative predictions.

An important criterion for NVS application is whether sufficient potential for diversity is evident in the version specification. Very detailed or obviously simple specifications indicate that the function is poorly suited for f-t implementation, and might be more suitable for extensive single-version V & V, or proof of correctness. The extent of diversity that can be observed between completed versions may indicate the effectiveness of NVP. A qualitative assessment of diversity through a detailed structural study of six versions has been carried out for the Six-Language NVS investigation [38], and research into quantitative measures of diversity is in progress at UCLA.

Three extensive practical investigations of NVS have been performed with real-time software for nuclear reactor safety control [31, 55, 56]. Significant insights into specification, the NVP process, and the nature of software faults have resulted from these efforts.

Two other studies that claimed to investigate N-version programming were conducted in which numerical results were the principal objective. One states the intent "... to validate the authors' fault-tolerant software reliability models ..." [20, 21], one of which is called "NVP", although the authors do not reference NVP research. The other study is entitled "An experimental evaluation of the assumption of independence
in multiversion programming" [57], in which "multiversion" is explicitly identified with NVP. These efforts serve to illustrate the pitfalls of premature preoccupation with numerical results. Both studies fail to recognize that NVP is rigorous process of software development. The papers do not document the rules of isolation, and the C & D protocol (sec. 3) that are indicators of NVP quality. The V–specs of [57] do not show the essential NVS attributes. It must be concluded that the authors are assessing their own ad hoc processes for writing multiple programs, rather than the NVP process as developed at UCLA, and that their numerical results uniquely take the measure of the quality of their casual programming process and their classroom programmers. The claims that the NVP process was investigated are not supported by documentation of the software development process in either study. The use of the term "experiment" is misleading, since it implies repeatability of the experimental procedure that is taken for granted in science.

7. The system context for f–t software. The host system for both RB and NVS interacts with the f–t software units through the EE, which communicates with the FT functions of its operating system or with FT management hardware, such as a service processor. The EE itself may be integrated with the operating system, or it may be in part, or even fully implemented in hardware. The recent Newcastle RB investigation employed both the hardware recovery cache and extensions to the MASCOT operating system as the implementation of the EE [40], while the distributed RB study employs hardware and a custom distributed operating system [44]. A fully developed EE for NVS is the all–software DEDIX supervisor [39], which interacts with Unix on a local network. Such a software–to–software linkage between the EE and the operating system accommodates any hardware operating under Unix, but causes delays in inter–version communication
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through the network. In practical NVS implementations with real-time constraints either implementing the DEDIX functions in custom hardware, or building an operating system that provides EE services along with its other functions is necessary. Other examples of solutions are found in [58, 59, 60].

The remaining question is the protection against design faults that may exist in the EE itself. For NVS this may be accomplished by \( N \)-fold diverse implementation of the NVX. To explore the feasibility of this approach, the prototype DEDIX environment has undergone formal specification in PAISLey [37]. Subsequently, this specification will be used to generate multiple diverse versions of the DEDIX software to reside on separate physical nodes of the system. It is evident that diversity in separate nodes of the NVX will cause a slowdown to the speed of the slowest version. Since the NVX provides generic, reusable support functions of limited complexity, it may be more practical to verify a single-version NVX and to move most of its functionality into custom processor hardware. In the case of RBs, special FT attention is needed by the recovery cache and any other custom hardware. The tolerance of design faults in the EE has been addressed through the concept of multilevel structuring [23]. The AT, which is unique for every RB software unit, also may contain design faults. The obvious solution of 2-version or 3-version ATs is costly, and verification or proof of each AT appear to be the practical solutions.

Multilayer diversity occurs when diversity is introduced at several layers of an \( N \)-channel computing system: application software, system software, hardware, system interfaces (e.g., diverse displays), and even specifications [1]. The justification for introducing diversity in hardware, system software, and user interfaces is that tolerance should extend to design faults that may exist in those layers as well. The second ar-
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Argument, especially applicable to hardware, is that diversity among the channels of the hardware layer will naturally lead to greater diversity among the versions of system software and application software. The use of diverse component technologies and diverse architectures adds more practical dimensions of hardware diversity. The diversity in component technologies is especially valuable against faults in manufacturing processes that lead to deterioration of hardware and subsequent delayed manifestation of related physical faults that could prematurely exhaust the spare supply of long-life f-t systems. The counter-argument that such diversity in hardware is superfluous may be based on the assumption that diversity in software will cause the identical host hardware channels to assume diverse states. The same hardware design fault then would not be likely to produce similar and time-coincident errors in system and application software.

Tolerance of design faults in human–machine interfaces offers an exceptional challenge. When fault avoidance is not deemed sufficient, dual or triplex diverse interfaces need to be designed and implemented independently. For example, dual or triple displays of diverse design and component technology will provide an additional safety margin against design and manufacturing faults for human operators in air traffic control, airliner cockpits, nuclear power plant control rooms, hospital intensive care facilities, etc. Redundant displays often are already employed in these and other similar applications due to the need to tolerate single physical faults in display hardware without service interruption.

The major limitations of layered diversity are the cost of implementing multiple independent designs and the slowdown of operation that is caused by the need to wait for the slowest version at every system layer at which diversity is employed. The latter is especially critical for real-time applications in which design fault tolerance is an essential safety
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attribute. Speed considerations strongly favor the migration of fault-tolerant (f-t) or EE functions into diverse VLSI circuit implementations. A few two and three version systems that employ diverse hardware and software have been designed and built. They include the flight control computers for the Boeing 737-300 [10], the ATR.42, Airbus A-310, and A-320 aircraft [11]. New designs for the flight control computer of the planned Boeing 737 are the three-version GEC Avionics design [61] and the four-version MAFT system [60]. A different concept of multilevel systems with fault-tolerant interfaces was formulated by Randell for the RB approach [23]. Diversity is not explicitly considered for the hardware level, but appears practical when additional hardware channels are employed, either for the AT, or for parallel execution of an alternate in distributed RB [44, 45].

Computer security and software FT have the common goal to provide reliable software for computer systems [62, 63]. A special concern is malicious logic, which is defined as: "Hardware, software, or firmware that is intentionally included in a system for the purpose of causing loss or harm" [64]. The loss or harm here is experienced by the user, since either incorrect service, or no service at all is delivered. Examples of malicious logic are Trojan horses, trap doors, and computer viruses. The deliberate nature of these threats leads us to classify malicious logic as deliberate design faults (DDFs), and to apply FT techniques to DDF detection and tolerance, such as in the case of computer virus containment by program flow monitors [65]. Three properties of NVS make it effective for tolerating DDFs: (1) the independent design, implementation, and maintenance of multiple versions makes a single DDF detectable, while the covert insertion of identical copies of DDFs into a majority of the N versions is difficult; (2) NVS enforces completeness, since several versions ensure (through consensus decision) that all specified actions are performed
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(i.e., omitting a required function can be a DDF); and (3) time-out mechanisms at all decision points prevent prolonged period without action (i.e., slowing down a computer system is a denial-of-service DDF). A study of these issues has been recently completed [66].

Modification of already operational f-t software occurs for two different reasons: (1) one of the member units (version, alternate, or AT) needs either the removal of a newly discovered fault, or an improvement of a poorly programmed function, while the specification remains intact; (2) all member units of a f-t software unit need to be modified to add functionality or to improve its overall performance. In the first case, the change affects only one member and should follow the standard fault removal procedure. The testing of the modified unit should be facilitated by the existence of other members of the f-t software. Special attention is needed when a related fault is discovered in two or more versions or alternates, or in one alternate and the AT. Here independence remains important, and the NVP process needs to be followed, using a removal specification, followed by isolated fault removals by separate maintenance teams. In the second case, \( N \) independent modifications need to be done. First, the specification is modified, re-verified, and tested to assess the impact of the modification. Second, the affected f-t software units are regenerated from the specification, following the standard NVP or RB processes. The same considerations apply to modification of the alternates in RB software, but special treatment is required for modifying the unique AT software unit.

8. In conclusion: what is to be gained? Although at first considered as an impractical competitor of high-quality single-version programs, fault-tolerant software has gained significant acceptance in academia and industry in the twelve years since the author’s review of the state of fault-tolerant computing at IFIP ’77 in Toronto [7]. Two, three, and four
version software is switching trains [8], performing flight control computations on modern airliners [10, 11], and more NVS applications are on the way [5, 60, 61]. Publications about f-t software are growing in numbers and in depth of understanding, and at least three long-term academic "hands-on" efforts are in their second decade: recovery blocks at Newcastle [6, 40], distributed recovery blocks at UC Irvine [44, 45], and N-version software at UCLA [38, 39].

Why should we pursue these goals? Every day, humans depend on computers more and more to improve many aspects of their lives. Invariably, we find that those applications of computers that can deliver the greatest improvements in the quality of life or the highest economic benefits also can cause the greatest harm when the computer fails. Applications that offer great benefits at the risk of costly failures are: life support systems in the delivery of health care and in adverse environments; control systems for air traffic and for nuclear power plants; flight control systems for aircraft and manned spacecraft; surveillance and early warning systems for military defense; process control systems for automated factories, and so on.

The loss of service for only a few seconds or, in the worst case, service that looks reasonable but is wrong, is likely to cause injuries, loss of life, or grave economic losses in each one of these applications. As long as the computer is not sufficiently trustworthy, full benefits of the application cannot be realized, since human surveillance and decision making are superimposed, and the computers serve only in a supporting role. At this time it is abundantly clear that the trustworthiness of software is the principal prerequisite for the building of a trustworthy system. While hardware dependability also cannot be taken for granted, tolerance of physical faults is proving to be very effective in contemporary fault–tolerant systems.

At present, fault–tolerant software is the only alternative
that can be expected to provide a higher level of trustworthi-
ness and security for critical software units than test or proof
techniques without fault tolerance. The ability to guarantee
that any software fault, as long as it only affects only member
of an $N$-version unit, is going to be tolerated without ser-
vice disruption may by itself be a sufficient reason to adapt
fault-tolerant software as a safety assurance technique for life-
critical applications. Another attraction of fault-tolerant soft-
ware is the possibility of an economic advantage over single-
version software in attaining the same level of trustworthiness.
The higher initial cost may be balanced by significant gains,
such as faster release of trustworthy software, less investment
and criticality in verification and validation, and more compe-
tition in procurement as versions can be acquired from small,
but effective, enterprises in widely scattered locations.

Finally, there is a fundamental shift of emphasis in soft-
ware development that takes place when $N$-version software is
produced. In single-version software, attention is usually fo-
cused on testing and verification, i.e., the programmer–verifier
relationship. In NVS, the key to success is the version specifi-
cation; thus the focus shifts to the user–specifier relationship
and the quality of specifications. The benefits of this shift
are evident: a dime spent on specification is a dollar saved on
verification.
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