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Abstract. In this paper we deal with the problem of extremal parameter grouping. The problem formulation, the algorithms of parameter grouping and the fields of implementation are presented. The deterministic algorithms of extremal parameter grouping often find the local maximum of the functional, characterizing the quality of a partition. The problem has been formulated as a problem of combinatorial optimization and attempted to be solved using the simulated annealing strategy. The algorithms, realizing such a strategy and devoted to the solving of the problem concerned, are proposed and investigated.

Key words: simulated annealing, parameter grouping, combinatorial optimization.

1. The problem. Structural methods for empirical data processing are used widely in systems analysis. The method of extremal parameter grouping (Braverman, 1970; Braverman and Muchnik, 1983; Dzemyda, 1987a, 1987b, 1988) belongs to this class of methods. It is devoted to the partition of the parameters $x_1, \ldots, x_n$ into a fixed number $p$ of the unintersecting and homogeneous in a sense groups $A_1, \ldots, A_p$ by the
correlation matrix \( R = \{ r_{x_ix_j}, i, j = 1, n \} \) characterizing the connections among the parameters (\( r_{x_ix_j} \) is the correlation coefficient of parameters \( x_i \) and \( x_j \)). The covariance matrix may be used instead of the matrix \( R \). However, the parameters with a greater dispersion will have more significance in the analysis. There is no \textit{a priori} information regarding the number and size of groups.

There is a variety of different algorithms for parameter grouping of such a type. The modification of algorithms proposed by Harman (1976) is included in SAS (1982). The algorithms of such a type are also presented, for example, by Anderberg (1973), Hartigan (1976), Braverman and Muchnik (1983). Dzemyda (1990) has proposed a new approach to solve the problem concerned. The partitioning quality of constructed algorithms is like that of the best algorithms of extremal parameter grouping proposed by Dzemyda (1987a), but the new algorithms require significantly less computational expenditures. All these algorithms will not be considered in our paper.

The problem of extremal parameter grouping includes maximization of the functional

\[
I_1 = \sum_{L=1}^{p} \sum_{x_i \in A_L} r_{x_i F_L}^2,
\]

where \( F_L \) is the factor with a unit dispersion corresponding to the group \( A_L \); \( r_{x_i F_L} \) is the correlation coefficient of the parameter \( x_i \) and the factor \( F_L \). The factors \( F_L, L = 1, p \), are selected so as to maximize the sums

\[
\sum_{x_i \in A_L} r_{x_i F_L}^2, \quad L = 1, p.
\]

Dzemyda (1987a) proved, that

1. \( F_L = \sum_{x_i \in A_L} \alpha_i^L x_i / \sqrt{\lambda_L}, \quad r_{x_i F_L} = \sum_{x_i \in A_L} \alpha_i^L r_{x_i x_j} / \sqrt{\lambda_L}. \)
Simulated annealing

where \( \lambda_L \) is the greatest eigenvalue of the matrix \( R_L = \{r_{x_i x_j}, x_i, x_j \in A_L \} \), \( \alpha_L^s \) are the components of the normalized eigenvector of the matrix \( R_L \) corresponding to \( \lambda_L \).

1. \( r_{x_i x_j} = \lambda_L \alpha_{x_i}^L \) as \( x_i \in A_L \).

2. \( r_{x_s F_L} = \sqrt{\lambda_L} \alpha_{x_s}^L \) as \( x_s \in A_L \).

3. \( I_1 = \sum_{L=1}^{p} \lambda_L \).

4. Let some partition of the parameters into the groups \( A_1, \ldots, A_p \) be given and let the factors \( F_1, \ldots, F_p \) be fixed. Let us analyze some parameter \( x_s \in A_k \). By using the values of \( r_{x_s F_L}, L = 1, p \), it is impossible to determine the group, where the value of the functional \( I_1 \) increases at most after transferring the parameter \( x_s \).

2. The deterministic algorithms of \( I_1 \) maximization. The deterministic algorithms, proposed by Braverman and Muchnik (1983), Dzemyda (1987a, 1987b, 1988), are grounded on the analysis of parameters in consecutive order and on the search of a group to transfer the individual parameter with a purpose to increase \( I_1 \) value. There is a variety of strategies for such a search. The algorithms stop when the transfferings of any parameter by the chosen strategy do not increase \( I_1 \) value. The factors can be recalculated after every transferring of the parameter (Dzemyda, 1987a, 1987b, 1988) or after finding new groups for all parameters (Braverman and Muchnik, 1983).

Note 1. Let some partition of the parameters into the groups \( A_1, \ldots, A_p \) be given and let the factors \( F_1, \ldots, F_p \) be fixed. Let us analyze some parameter \( x_s \in A_k \). The value of the functional \( I_1 \) will increase after transferring the parameter \( x_s \) from the group \( A_k \) to the group \( A_L \), if we succeed in finding such a factor \( F_L(L \neq k) \) that

\[
r_{x_s F_k}^2 < r_{x_s F_L}^2
\]

(Braverman and Muchnik, 1983).
**Definition 1.** By the local maximum of the functional $I_1$ we shall call its value, corresponding to such a partition, where the correlation coefficient of any parameter with the factor, corresponding to the group including this parameter, is greater or equal to that of this parameter with another factors.

A number of partitioning algorithms based on Note 1 for maximization of the functional $I_1$ is proposed (Braverman and Muchnik, 1983; Dzemyda, 1987a, 1987b, 1988). They are grounded on calculating the correlation coefficients of parameters with the factors and transferring the parameters from one group to another one depending on the values of these coefficients. Let us denote the algorithms of such a type by $A_1$.

Denote:

1) $\lambda^{-s}_k$ is the maximal eigenvalue of the matrix $R^{-s}_k = \{r_{x_i, x_j}, x_i, x_j \in A^{-s}_k\}$, where the group $A^{-s}_k$ is obtained from the group $A_k$ by eliminating the parameter $x_s$ (note that $\lambda^{-s}_k = 0$ as $A^{-s}_k = \emptyset$):

2) $\lambda^+_s$ is the maximal eigenvalue of the matrix $R^+_s = \{r_{x_i, x_j}, x_i, x_j \in A^+_s\}$, where the group $A^+_s$ is obtained from the group $A_L$ by adding the parameter $x_s$.

**Note 2.** $\lambda_k - \lambda^{-s}_k \geq 0$, $\lambda^+_s - \lambda_L \geq 0$, $k = \overline{1,p}$, $L = \overline{1,p}$, $s = \overline{1,n}$.

**Note 3.** Let some partition of the parameters into the groups $A_1, \ldots, A_p$ be given. Let us analyze some parameter $x_s \in A_k$. The value of the functional $I_1$ will increase after transferring the parameter $x_s$ from the group $A_k$ to the group $A_L$, if we succeed to find such a value $\lambda^+_s(L \neq k)$ that

$$\lambda_k - \lambda^{-s}_k < \lambda^+_s - \lambda_L.$$ 

**Note 4.** Let some partition of the parameters into groups $A_1, \ldots, A_p$ be given. The value of the functional $I_1$ corre-
Simulated annealing

sponding to the given partition is the local maximum in the case when for any parameter $x_s$ (let $x_s \in A_k$)

$$\lambda_k - \lambda_k^{-s} \geq \lambda_L^+ - \lambda_L, \quad L = \frac{1}{p},$$

is valid.

Notes 2-4 make the basis for the other type of maximization algorithms of the functional $I_1$. These algorithms do not calculate the correlation coefficients of individual parameters and factors. Their operation is grounded on the calculation and comparison of the maximal eigenvalues of submatrices of $R$. In this way it is possible to find the group for any parameter $x_s$ (let $x_s \in A_k$), where the value of the functional $I_1$ increases at most when transferring this parameter from the group $A_k$ to this group. Such an algorithm is proposed by Dzemyda (1987a). Let us denote it by $A_2$.

The algorithm $A_2$ requires considerably more expenditures of computation time in comparison with the algorithms of $A_1$ type. It results from the fact that $A_2$ calculates the maximal eigenvalues of symmetrical matrices more often. However, $A_2$ will be more effective than $A_1$ in the mean sense (greater values of the functional $I_1$ will be obtained), because in $A_1$ the group for transferring of the parameter $x_s$ is determined by the values of the correlation coefficients of this parameter and the factors $F_1, \ldots, F_p$. Dzemyda (1987a) proved that in this manner it is impossible to determine the group, where the value of the functional $I_1$ increases at most after transferring this parameter. Such a group is determined in $A_2$.

Dzemyda (1987a) proposed some algorithms with respect to the results of Notes 1-4 taken together. They give the advantage to save the computation time in comparison with $A_2$, but yield $A_2$ in efficiency.

The initial partition of the parameters into $p$ groups is necessary for the operation of maximization algorithms of the
Dzemyda (1987a) proposed and investigated two algorithms of the initial partition. The number $p$ of groups can be fixed preliminary or selected automatically.

The computer programs, realizing the deterministic algorithms of extremal parameter grouping, are written in FORTRAN and can be used on any EC type computer. The properties of the algorithms were investigated by Dzemyda (1987a) on test and real data.

Dzemyda and Valevičienė (1988), Dzemyda (1990) have found that the algorithms of extremal parameter grouping may be used in the clustering of points (objects). In this case, elements of the matrix $R$ were chosen as the values of some potential function, dependent on a distance between a pair of points (objects) to be clustered. The results of comparison of the clustering algorithms, based on extremal parameter grouping, with the well known algorithms of the cluster analysis were obtained by Dzemyda and Valevičienė (1988). Valevičienė with coworkers (1988), Dzemyda, Tiešis and Valevičienė (1989) included these clustering algorithms into the software, combining the processes of minimization and objective function calculation. This software is devoted to the solving of optimization problems, where the calculation of objective function values on some nodes of a rectangular lattice requires much less computation time than individual calculations of these values. Clustering is used in global search.

3. Simulated annealing approach. The algorithms from chapter 2 often find the local maximum of $I_1$. A new way to solve the extremal parameter grouping problem is to formulate it as the combinatorial optimization one and to search for the global maximum of $I_1$.

The problem can be formulated as follows:

$$\max f(X), \quad X = (X^1, \ldots, X^n) \quad (1)$$
subject to
\[ X^i \in \{1, \ldots, p\}, \quad i = 1, n, \quad (2) \]

\[ \exists i : X^i = 1, \ldots, \exists i : X^i = p. \quad (3) \]

The function \( f(\cdot) \) and the functional \( I_1 \) are related in such a manner:

\[ f(X^1, \ldots, X^n) = I_1, \]

where

\[ x_i \in A_L \quad \text{as} \quad X^i = L. \]

The function \( f(\cdot) \) is bounded, i.e., \( 0 < f(X) \leq n \max_{i=1,n} r_{ii} \) for any \( X \), satisfying (2) and (3) (\( 0 < f(X) \leq n \) when the correlation matrix is analyzed).

The algorithms from chapter 2 practically realize a single coordinate search: consequently, the values of individual variables from \( \{X^1, \ldots, X^n\} \) run from 1 to \( p \) (the values of other variables are fixed) and there is searched for increasing of the objective function value.

The problem (1)-(3) can be solved by using a simulated annealing strategy. There is a variety of algorithms of such a type (Gidas, 1985; Mitra, Romeo and Sangiovanni-Vincentelli, 1986; Lundy and Mees, 1986; Bhanot, 1988; Chiang and Chow, 1988) which can be used for global optimization.

The performance of optimization algorithms grounded on the simulated annealing can be generalized as follows:

1. Selection of a new point \( Y_m \) from the neighbours of the current point \( X_{m-1} \), the calculation of \( f(Y_m) \).

2. Choosing of a new current point \( X_m \) such as \( X_{m-1} \) or \( Y_m \) with some probability depending on \( f(X_{m-1}), f(Y_m) \) and \( T_m \), where \( T_m \) is the value of some annealing parameter.

3. \( m = m + 1 \), transition to step 1.
The algorithm presented below has some similarities with that proposed by Mitra, Romeo and Sangiovanni-Vincentelli (1986).

The search for the global maximum of $f(X)$ ($X = (X^1, \ldots, X^n) \in D = [A, B]^n \subset \mathbb{R}^n$, $A = (A^1, \ldots, A^n)$, $B = (B^1, \ldots, B^n)$, $A^i \leq X^i \leq B^i$, $i = 1, n$; $X^i$, $A^i$ and $B^i$ are integer numbers) can be performed in such a manner: the $m$-th step of the algorithm is as follows:

$$X^i_m = X^i_{m-1} + \xi^i_i, \quad m = 1, 2, \ldots, i = 1, n,$$  \hspace{1cm} (4)

where $\xi^i_i$, $i = 1, n$, are integer numbers taking the values with some probabilities:

a) $P\{\xi^k = -1\} = P\{\xi^k = 1\} = \frac{1}{2},$

$$\xi^i_i = 0, \quad i = 1, 2, \ldots, k - 1, k + 1, \ldots, n,$$  \hspace{1cm} (5a)

b) $\xi^k$ takes the values from

$$D^k = \{A^k - X^k_{m-1}, A^k + 1 - X^k_{m-1}, \ldots, B^k - X^k_{m-1}\}\{0\},$$

with the same probabilities:

$$p_k = 1/(B^k - A^k),$$  \hspace{1cm} (5b)

$$\xi^i_i = 0, \quad i = 1, 2, \ldots, k - 1, k + 1, \ldots, n.$$

The point $X_{m-1}$ denotes the initial point for the $m$-th step and the current point of the algorithm after $m-1$ steps. The relation of $m$ and $k$ must be determined specially (the example of such a relation see in chapter 3.1.) $A^k = 1$, $B^k = p$, $k = 1, n$, in the case of a problem (1)–(3).

The probability of transition to the point $X_m$ is determined by the formula:
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\[ P\{X_m\} = \begin{cases} 
1, & \text{as } f(X_m) > f(X_{m-1}) \\
\exp\{[f(X_m) - f(X_{m-1})]/T_m\}, & \text{as } f(X_m) \leq f(X_{m-1}) 
\end{cases} \tag{6} \]

i.e., \( P\{X_m\} = 1 \) as \( f(X_m) > f(X_{m-1}) \) and in the other case a random number \( \eta \in [0,1] \) is generated: the point \( X_m \) will be the initial for a new step ((m + 1)-st) of the algorithm and in the formula (4) it will take the place of \( X_{m-1} \) as \( \eta < \exp \{[f(X_m) - f(X_{m-1})]/T_m\} \), and the point \( X_{m-1} \) remains as the initial one for a new step, otherwise

\[ T_m = c/\lg(1 + m_0 + m), \tag{7} \]

\( m \) is the number of the step, \( c \) is some positive constant, \( m_0 \) is some constant from \([1, \infty)\).

We propose such a way to solve the problem of \( c \) selection for the algorithm. The formula (6) for the case \( f(X_m) \leq f(X_{m-1}) \) can be transformed taking into account (7):

\[ P\{X_m\} = \exp \left\{ \frac{0.43 \ln(1 + m_0 + m)}{c} [f(X_m) - f(X_{m-1})] \right\} = (1 + m_0 + m)^{0.43 [f(X_m) - f(X_{m-1})]}. \]

When we use some initial probability \( P\{X_1\} = \delta \) as \( m = 1 \), the constant \( c \) can be expressed:

\[ c = 0.43 [f(X_1) - f(X_0)] \ln(2 + m_0)/\ln \delta, \]

where \( X_0 \) and \( X_1 \) are such, that \( f(X_0) > f(X_1) \). Then (6) will have such a form (for \( m = 2, 3, \ldots \)):
The problem of extremal parameter grouping belongs to the class of partitioning problems. The simulated annealing was used to solve the partitioning problems by Trzebiatowski (1985), namely, for the partitioning of networks. The imperfection of the algorithms proposed by Trzebiatowski, preventing to use them in a general case, is such: in each iteration a new partition is constructed by interchanging two (or more) elements from different groups (so the number of elements in any group remains the same doing the optimization).

3.1. The algorithms SA1, SA2 and SA3. The algorithms SA1 and SA2 are the concrete realizations of the algorithm proposed above. Their peculiarities are the following:

1. The algorithm starts from the point $X_0$; the $m$-th step of algorithm is as follows (initially $X_0 = X_0$, $m = 1$, $P\{X_m\} = 1$):

$$P\{X_m\} = \begin{cases} 1, & \text{as } f(X_m) > f(X_{m-1}) \\ \frac{f(X_m)-f(X_{m-1})}{f(X_1)-f(X_0)} \ln(1+m_0), & \text{as } f(X_m) \leq f(X_{m-1}) \end{cases} \quad (8)$$

where $\xi^i, i = 1, \ldots, n$, are integer numbers taking the values by (5) (i.e. by 5(a) or (5b)). $X_0 = X_m$ as $f(X_m) \geq f(X_{m-1})$. $X_1 = X_m$ and further calculations are being performed by the formulae (5),(8) and (9) starting from the $(m+1)$-st step (various strategies for a further $m_0$ and $m$ selection are presented in the sixth peculiarity) as $f(X_m) < f(X_0)$.

2. The relation of $m$ and $k$ (the strategy of $k$ changing) is the following: $p-1$ steps of the algorithm are being performed for every fixed value of $k$. Thus, $k$ corresponds to the number
of the variable, the value of which is changed, when values of other variables are fixed. The totality of the calculations above, when the value of \( k \) runs from 1 to \( n \), is called the iteration of the algorithm. One iteration requires no more \( n(p - 1) \) calculations of the function \( f(\cdot) \) values.

3. The restriction (3) is taken into account as follows. Let the new value of \( k \) be fixed and the parameter \( x_k \) be the only one in its group. Then the algorithm passes to the next \( k \) value.

4. Let the value of \( k \) be fixed. There may be some coincidental argument points among \( p - 1 \) points in which it is necessary to calculate the \( f(\cdot) \) value. Calls to the program realizing \( f(\cdot) \) are not reiterated in such a situation, but the number of calculated \( f(\cdot) \) values is increased.

5. Only the necessary part of the function \( f(\cdot) \) is recalculating when it is necessary to compute the unknown \( f(\cdot) \) value.

6. The referred below strategies for \( m_0 \) and \( m \) initial selection were investigated:
   a) \( m_0 = 1 \), \( m \) is equal to the number of function \( f(\cdot) \) values calculated, the calculation of \( f(X_0) \) value is also taken into account;
   b) \( m_0 = 1 \), \( m = 1 \);
   c) \( m_0 \) is the number of \( f(\cdot) \) calculations used to obtain the best value of \( f(X_0), m = 1 \).

7. SA1 uses (5a), SA2-(5b).

8. \( X^i_m = A^i \) as \( X^i_{m-1} = B^i \) and \( \xi^i = 1 \), and \( X^i_m = B^i \) as \( X^i_{m-1} = A^i \) and \( \xi^i = -1 \) are used when (5a) is used.

The algorithms above use some probabilistic choosing (described by (5a) or (5b)) of a point for the next calculation of the objective function value. The algorithm below uses the deterministic choosing. Let us denote it by SA3. Its peculiarities are the following:

1. This peculiarity differs from SA1 and SA2 first one as
follows: in (9) $\xi^k$ takes the values from $D^k$ in a deterministic way and $\xi^i = 0$ ($i = 1,n, i \neq k$) during calculations when $k$ value is fixed.

2. The strategy of $k$ changing and $\xi^k$ selection is the following: for every fixed value of $k$, the value of $\xi^k$ runs from $A^k - X_{m-1}^k$ to $B^k - X_{m-1}^k$ with the exception of $\xi^k = 0$. The totality of the calculations above, when the value of $k$ runs from 1 to $n$, is called the iteration of SA3.

3. The third, fifth and sixth peculiarities of SA1 and SA2 remain the same for SA3.

Some properties of the algorithms are presented below.

**Note 5.** SA3 coincides with A2 (Dzemyda, 1987a) as $\delta = 0$.

Let us denote:

1) $X_M = (X_M^1, \ldots, X_M^n)$ is the current point of the algorithm after $M$ iterations ($X_M$ uncertainly coincides with the point, where the $f(\cdot)$ maximum is achieved after $A_l$ iterations);

2) $S_1 = \bigcup_{i=1}^{n} \left[ \{(X_M^1, \ldots, X_M^{i-1}, 1, X_M^{i+1}, \ldots, X_M^n), \ldots, (X_M^1, \ldots, X_M^{i-1}, p, X_M^{i+1}, \ldots, X_M^n) \} \right] \setminus \{X_M\}$;

3) $S$ is the subset of $S_1$ consisting of the points, which satisfy the restriction (3).

**Note 6.** Let $X_M$ be the current point of SA3 after $M$ iterations. If the current point remains the same after the $(M + 1)$-st iteration (i.e. $X_{M+1} = X_M$), $X_M$ corresponds to the parameters partition conforming to the local maximum of functional $I_1$, i.e., the transferring of any parameter from its group to another one would not increase $I_1$ value.

**Proof.** The algorithm SA3 is constructed in such a manner that the values of $f(\cdot)$ will be calculated on all points of
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$S$ during the $(M+1)$-st iteration if $X_{M+1} = X_M$. The unoccurrence of transition to any point of $S$ during the $(M+1)$-st iteration indicates that $f(\cdot)$ values on the points of $S$ are less than $f(X_M)$. Thus, $X_M$ corresponds to the locally optimal partition and the Note is proved.

**Note 7.** Let $X_M$ be the current point of SA2 after $M$ iterations. If it remains the same during consequent iterations, the probability of calculation of $f(\cdot)$ values on all points of $S$ in consequent iterations grows to 1.

**Proof.** Let the condition of Note 7 be met. Let us examine any point from $S$. The algorithm SA2 is constructed in such a manner, that the probability of calculation of $f(\cdot)$ value in this point during the $(M+1)$-st iteration is equal:

$$p_1 = 1 - \left(\frac{p - 2}{p - 1}\right)^{p-1},$$

and during $M+1, \ldots, M+t$ iterations is equal (if the current point in these iterations remains as $X_M$):

$$p_t = 1 - (1 - p_1)^t.$$

$$\lim_{t \to \infty} p_t = 1.$$

The probability of calculation of values on all points of $S$ in consequent iterations grows to 1 because the probability of calculation of $f(\cdot)$ value in any point of $S$ grows to 1 by increasing of iteration number. The Note is proved.

**Note 8.** Let $X_M$ be the current point of SA2 after $M$ iterations. If it remains the same during some consequent iterations and if $f(\cdot)$ values are calculated on all points of $S$ during these iterations, $X_M$ corresponds to the parameters partition, conforming to the local maximum of functional $I_1$. 
Proof. From the conditions of Note 8 it follows that \( f(\cdot) \) values on the points of \( S \) are less than \( f(X_M) \). Thus, \( X_M \) corresponds to the locally optimal partition and the Note is proved.

3.2. Experimental investigation. Investigations were performed on the EC-1045 computer. The algorithms are written in FORTRAN. The presented results are obtained for the third mode of \( m_0 \) and \( m \) selection because the optimal partitioning quality of all modes was found to be similar (only the optimal value of \( \delta \) differs). The termination condition of all investigated algorithms was the limited number of iterations (the more complex termination condition for practical problems may be selected). 20 random correlation matrices were generated. \( n = 20, p = 4 \), the following initial parameter partition was chosen: \( A_1 = \{x_1, \ldots, x_5\} \), \( A_2 = \{x_6, \ldots, x_{10}\} \), \( A_3 = \{x_{11}, \ldots, x_{15}\} \), \( A_4 = \{x_{16}, \ldots, x_{20}\} \).

The averaged results of the maximization of \( f(\cdot) \) are presented in Fig.1, Fig.2 and Table 1.

In Table 1 IT is the averaged number of iterations, where the maximum of \( f(\cdot) \) was obtained, and NL is the number of performed iterations by the SA type algorithms. IE is the averaged number of calculations of maximal eigenvalues during one iteration (calculations of such a type take the great part in computational expenditures of the algorithms investigated). The results of SA1, SA2 and SA3 performance are presented in Table 1 for the found optimal \( \delta \). The performance of the deterministic algorithms is illustrated on the basis of \( A_1 \) and \( A_2 \) (Dzemyda, 1987a). The presented IT values for \( A_1 \) and \( A_2 \) lines mean the averaged number of performed runnings through all parameters. The last two lines of Table 1 correspond to the case when SA1 and SA2 were used for the initial partition of parameters and then the result was made more precise by \( A_1 \).

The results of SA1, SA2 and SA3 performance are
Fig. 1. The dependence of SA1, SA2 and SA3 performance on $\delta$. 
Fig. 2. The dependence of SA1, SA2 and SA3 performance on iteration number
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presented in Fig.1 (in dependence on $\delta$) and in Fig.2 for the found optimal values of $\delta$ (in dependence on iteration number).

4. Conclusions. The experimental investigation showed that by using simulated annealing it is possible to find the better partition of parameters in comparison with that found by the deterministic algorithms. We observed the tendency to a significant improvement of the partition during the initial iterations. Later the results were specified. Thus some iterations of simulated annealing algorithms also can be used for the initial partition of parameters. Then the deterministic algorithms, which are faster but require a good initial partition, can be used. The practical use of SA1 (not for the initial partition) is doubtful because its partitioning quality is similar to that of A1, but A1 requires considerably less computational expenditures. The partitioning quality of SA3 is better than of SA2. The improvement of partition stops after the greater number of SA2 iterations in comparison with SA3. However, one iteration of SA3 performs more calculations of the maximal eigenvalues of symmetrical matrices. The algorithms proposed can be modified for the solving of any clustering problem.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\delta$</th>
<th>NL</th>
<th>IT</th>
<th>IE</th>
<th>$f(.)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA1</td>
<td>0.08</td>
<td>20</td>
<td>7.2</td>
<td>55.4</td>
<td>17.09</td>
</tr>
<tr>
<td>SA2</td>
<td>0.10</td>
<td>20</td>
<td>6.5</td>
<td>61.9</td>
<td>17.29</td>
</tr>
<tr>
<td>SA3</td>
<td>0.25</td>
<td>20</td>
<td>6.25</td>
<td>80.0</td>
<td>17.37</td>
</tr>
<tr>
<td>A1</td>
<td></td>
<td></td>
<td>2.8</td>
<td>7.6</td>
<td>17.02</td>
</tr>
<tr>
<td>A2</td>
<td></td>
<td></td>
<td>3.5</td>
<td>80.0</td>
<td>17.26</td>
</tr>
<tr>
<td>SA1+A1</td>
<td>0.08</td>
<td>2</td>
<td>2.0</td>
<td></td>
<td>17.11</td>
</tr>
<tr>
<td>SA2+A1</td>
<td>0.10</td>
<td>2</td>
<td>2.0</td>
<td></td>
<td>17.12</td>
</tr>
</tbody>
</table>
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