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Principal Components Analysis

 In this paper, attention is drawn to linear projection, in particular 

Principal Component Analysis (PCA), as introduced by Hotelling 

[29], helping to select the most informative dimensions for intrusion 

detection.

 Brauckhoff, Salamatian and May [30] discuss implementing PCA 

method for anomaly detection and issue of right number of 

Principal Components for analysis.

 PCA, together with Decision Tree, can be successfully used for 

traffic feature extraction and intrusion classification. 
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Principal Components Analysis 

Defined

 The common definition of Principal Component Analysis (PCA) 

was introduced by Hotelling [3]:

 It is said, that for a set of observed vectors {ui}, i ∈ {1,…, N}, where 

N is number of vectors, the q principal axes {Ej}, j∈ {1,…q} are 

those orthogonal axes onto which the retained variance under 

projection is maximal. 

 It can be shown that the vectors Ej are given by the q dominant 

eigenvectors of the covariance matrix C of vector v, such that 

eigenvectors Ej and corresponding eigenvalues λi are solution to 

CEi= λiEj equation. 

 The vector vi = ET(ui-ū), where E= (E1….Eq), is thus a q-dimensional 

reduced representation of the observed vector ui.
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Findings

 Investigation in this research demonstrates, that combination of PCA 
and Decision Tree methods allows classification of intrusions such as:

 smurf, 

 satan,

 neptune, 

 portsweep, 

 ipsweep 

 with probabilities higher than 95% with depth of tree set to 4 and PCA 
components set to 10. 

 Nevertheless, nmap and teardrop intrusions are classified purely, 
therefore deeper Decision Tree is needed to increase classification 
accuracy.
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Abstract

 There are numerous sources for network intrusion detection data: for 
example, network traffic, system host logs, user activity, such as mail or 
browsing, use of smart devices and similar. All this data comes in big 
volumes, velocity and variety. 

 Analysis of such data is essential for making anomaly detection and 
intrusion prevention decisions. 

 Common data processing steps, following the acquisition of data, are 
projection, which helps to reduce the number of dimensions, and 
visualization, which helps observation of distinct features in real time. 

 Both steps, further discussed in this paper are required for better 
understanding of contained intrusion phenomena, such as data theft, 
malware activity or hacking attempts.  
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Abstract (continued)

 Machine learning, which is more and more often used for 

preparing of network and related activity data, helps reducing 

data complexity, supports discovery of anomalies and speedups 

related decision-making. 

 Visualization helps further understand data by elaborating the well-

hidden data properties and features. 

 Numerous methods of multi-dimensional data visualization are 

currently available to assist data scientist or information security 

analyst in the broad landscape of intrusion data analysis. 
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Intrusion detection problem

 Current network intrusion detection (NID) appliances utilize three 

main technics: 

 anomaly detection, 

 misuse detection and 

 hybrid. 
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Intrusion detection problem

 Misuse detection systems use signatures that describe already 

known attacks and require regular ruleset update. 

 Anomaly detection, on the other hand, consists of building models 

from normal data and then detect variations from the normal 

model in the observed data. Anomaly detection was originally 

introduced by Anderson [7] and Denning [8]. 

 The main advantage with anomaly detection algorithms is that 

they can detect new forms of attacks, because these new 

intrusions will probably deviate from the normal behavior [8]. 
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Visualization methods

 Dzemyda, Kurasova and Zilinskas [2] classify visualization 

methods into direct visualization and projection visualization 

methods:

 1. Direct visualization methods (when features of a multi-

dimensional object are presented in a certain visual form). Using 

these methods, the selected dimensions of data are presented 

in a visual form on a two dimensional plane. 

 Direct visualization methods can be further classified as geometric, 

symbolic and hierarchical. 
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Linear and nonlinear projection 

methods

 2. Linear and nonlinear projection methods help presenting 

multidimensional objects in a smaller number of dimensions of 

space, (also known as dimension reduction methods). 

 Linear projection visualization methods can be further classified into 

Principal Component Analysis (further - PCA), Linear Discriminant 

Analysis (further – LDA) and Projection Pursuit. 

 Non-linear projection methods can be further classified into Multi 

Dimensional Scaling, Locally Linear Embedding, Isometric Feature 

Mapping, Principal Curves [2].
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Data Sources

Network data

 The router or switch has the 

ability to collect IP network 

traffic as it enters and exits the 

interface (flows). 

Host Data

 The host has the ability to 
generate system level and 
user behavior data, usually 
not obtainable directly from 
network flows, but related on 
a temporal axis. 

 Such data would be for 
example failed login 
attempts. All of this data has 
clear temporal dimension, 
which is needed for real life 
observation of intrusion. 
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Datasets defined

 Primary sources [1] of intrusion

detection data, further defined

as datasets, are network flows

from other network domains

and local network, enriched

with host-based user behavior

and system level content, as

shown on Figure 1, which is

needed to detect anomalous

behavior and various types of

intrusion attacks.
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Definition of NetFlow

 A network flow is predominantly defined as a unidirectional 

sequence of packets that share the exact same packet 

attributes: ingress interface, source IP address, destination IP 

address, IP protocol, source port, destination port, and IP 

type of service. 
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Dataset used

 One of most easily accessible for research and education 

purposes intrusion detection datasets is KDD’99, generated for KDD 

Cup Contest of 1999. 

 It has been updated as NSL–KDD and made available for 

download at University of Brunswick, Canada. 

 The NSL–KDD dataset consists of 41 dimensions [14]. 

[14] Y. Bouzida and F. Cuppens, “Efficient intrusion detection using 

principal component analysis,” Proc., 2004.
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Features in NSL-KDD

 1) Basic features: attributes that can be extracted from a TCP/IP 

connection (ingress interface, source IP address, destination IP 

address, IP protocol, source port, destination port, and IP type of 

service). 

 2) Host features: examine only the connections in the past 2 

seconds that have the same destination host as the current 

connection, and calculate statistics related to protocol behaviour, 

service, etc.
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Features in NSL-KDD (continued)

 3) Service features: examine only the connections in the past 2 

seconds that have the same service as the current connection. 

However, now popular slow probing attacks scan the hosts using a 

time interval as defined by botnet control centre.

 4) Content features: unlike most of the DoS and Probing attacks, 

the R2L and U2R attacks don’t have a similar sequential pattern. 

The R2L and U2R attacks are embedded in the data portions of the 

packets, and normally represent only a single connection. To 

detect such attacks, IDS needs specific features in the data 

portion to recognise as an anomaly, for example a number of 

failed login attempts. These features are called content features. 
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Best representing data features for 

intrusion detection

 Amiri [33], Olusola [34], Zargari [35] and others, based on PCA 

analysis, proposed methods of selecting the best representing 

data features of NSL-KDD for intrusion detection: 

 Service, Source bytes, Destination bytes and Destination host error 

rate.

 These features explain about 97% of variance. The remaining 37 

features explain up to 99,7%, and 80 network features predict 

99,97% of attacks.
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Experiment

 The objective of experiment in this research was to visualise 

different types of attack data, available in the NSL-KDD dataset. 

 Particular attention is drawn to linear projection, in particular 

principal components analysis, helping to select the most 

informative dimensions. 

 Principal components analysis method, that provides indication of 

anomalies in network and host data are further reviewed and 

presented in this paper. 

 Decision Tree method is utilized to provide decision criteria for 

anomaly recognition as intrusion. 
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Open Source Data Analytics 

Orange 3

 A simple Orange 3 workflow is used for visualization with ScatterPlot
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Fig. 4. Principal Component Analysis workflow using Orange 3 software.



Principal Component Analysis 

of NSL-KDD using Orange 3 

software

Fig. 5. Principal Component PC1-PC2 Fig.6. Principal Component PC1-PC3
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Open Source Data Analytics 

Orange 3

 For the purpose of experiment reproducibility, related Orange 

workflow for PCA analysis with Decision Tree is presented in Fig. 7. 
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Fig.7. PCA and Decision Tree Analysis workflow using Orange 3 software



Decision Tree for NSL-KDD
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Fig.8. Decision Tree for NSL-KDD data using Orange 3 software.



Machine learning approaches 

used in intrusion detection

 Decision Trees, 

 Inductive Learning, 

 Naive Bayes, 

 Random Forest, 

 Artificial Neural Networks, 

 Fuzzy Systems, 

 Evolutionary Computation, 

 Artificial Immune Systems,

 Hidden Markov,

 Sequential Pattern Mining, 

 Swarm Intelligence 

 and other [25], [26]. 
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ML approaches used in intrusion detection include:



Implementing Ensemble

 Ensemble of Machine Learning models
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Taxonomy of Ensemble learning 
from data streams [24]
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pp. 132–156, Sep. 2017.



Future work

 Future experiment and analysis could be performed  using more 

detailed data source CIC IDS 2017 [6], with ML implemented on 

open source Tensorflow framework. According to Sharafaldin, 

Lashkari, and Ghorbani [13], the abovementioned source, 

enriched with 80 network features, contains more than 28 

informative principal components.

 Implement model of conversion of network data into data frame, 

reproducing algorithms implemented by Kim and Reddy [23].

 Implementing Ensemble and checking if solutions, brought by 

Hinton et al with Capsule Networks, with learning layers, eliminating 

need of retraining with feeding of all the data from the beginning. 
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