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Introduction

Relevance of the Problem

Nowadays technologies are able to store and process a large amount of data. However, their perception is a complicated task, especially if the data refer to a complex object or a phenomenon, are defined by many features, and which can be not only numerical, but also logical and textual. Such data are called multidimensional data. Often there is a need to establish and understand the structure of multidimensional data, i.e., their clusters, outliers, similarity and dissimilarity. A set of values of all the features characterize a particular object of the set analyzed. Multidimensional data can be analyzed by various statistical methods. However, if the amount of data is huge, in order to get more knowledge from the data analyzed, various data mining methods (classification, clustering, visualization, etc.) are used.

The area of research is reduction of the number of the data analyzed and mapping the data in a plane (visualization).

A group of methods that enable to discover a new knowledge in the datasets analyzed, is vector quantization methods. The vector quantization is a process when the n-dimensional input vectors are quantized to a limited set of n-dimensional output vectors, the number of which is smaller than that of the input vectors. Commonly these methods are applied in data (sound, image, etc.) compression, but also, they are suitable for clustering and classification.

The target of visualization methods, based on the dimensionality reduction, is to represent the input data in a lower-dimensional space so that certain properties of the dataset were preserved as faithfully as possible. Multidimensional scaling (MDS) refers to a group of methods that are widely used for dimensionality reduction and visualization of multidimensional data. The computational complexity of one iteration of MDS is $O(nm^2)$, where $m$ is the number of data items and $n$ is the number of dimensions. Therefore it is necessary to search ways for acceleration of the computation. The dataset should be reduced so that the new dataset reflected the characteristics of the data analyzed as much as possible.

The results of MDS depend on the initial values of two-dimensional vectors, if the MDS stress is minimized in an iterative way. Various ways of selection of the proper initial values of two-dimensional vectors have been proposed, however, the solution of this task remains a topical problem.

Two main problems are solved here: (1) reduction of the number of data items and their dimensionality, using combinations of the vector quantization methods and multidimensional scaling; (2) investigation of the dependence of MDS results on the ways of selecting the initial values of two-dimensional vectors.

The Aim and Tasks

The aim of the dissertation is to map huge datasets in a lower-dimensional space quickly and precisely, developing a combination of vector quantization and dimensionality reduction methods and investigating the selection of initial values of two-dimensional vectors, which influence the results of visualization.

To achieve the aim, it was necessary to solve the following tasks:

• to analyze the strategies of vector quantization for clustering the datasets;
to investigate the abilities of combining the vector quantization methods with visualization methods, based on dimensionality reduction;

to develop new consecutive and integrated combinations of the neural gas and multidimensional scaling and to make their comparison analysis with the combinations of self-organizing map and multidimensional scaling;

to investigate the ways of selecting the initial values of two-dimensional vectors in the consecutive combination and in the first training block of the integrated combination;

to investigate the ways of choosing the initial values of two-dimensional vectors in all the training blocks, except the first one, of the integrated combination;

to analyze the quality of the results of quantization and visualization.

The Objects of Research

The objects of research of the dissertation are vector quantization methods, based on the artificial neural networks, and multidimensional data visualization methods, based on the dimensionality reduction. The following subjects are directly connected with this research object: the measures for evaluating the quality of the projection of multidimensional data into a lower dimensional space; ways of selecting the initial values of two-dimensional vectors.

Scientific Novelty

1. The consecutive and integrated combinations of neural gas and multidimensional scaling have been developed.

2. The ways of selecting the initial values of two-dimensional vectors in the consecutive combination and the first training block of the integrated combination have been proposed and the ways of assigning the initial values of two-dimensional vectors in all the training blocks, except the first one, of the integrated combination have been developed.

3. The dependence of the quantization error on the values of training parameters, the number of epochs, neurons and neuron-winners has been defined experimentally.

4. The fact that combination of the neural gas and multidimensional scaling is more suitable than the combination of the self-organizing map and multidimensional scaling for visualization of the multidimensional data has been experimentally tested and proved.

Practical Significance

The results of investigations, carried out using various real world datasets, have shown that the combination of vector quantization and dimension reduction methods can be widely used to visualize multidimensional data. In the analysis of other real world numerical data, it will be possible to refer to the conclusions, drawn in this dissertation.

Approbation and Publications of the Research

The main results of the dissertation were published in 8 scientific papers: 5 articles in the periodical scientific publications; 3 articles in the proceedings of scientific conferences. The main results of the work have been presented and discussed at 6 national and international conferences.
The Scope of the Scientific Work

The dissertation is written in Lithuanian. It consists of 5 chapters and the list of references. There are 135 pages of the text, 50 figures, 16 tables, and 81 bibliographical sources.

1. Introduction

The relevance of the problems, the scientific novelty of the results and their practical significance as well as the aim and tasks of the work are described in this chapter.

2. Vector Quantization and Visualization Methods

In this chapter the analytic investigation of vector quantization and visualization methods, which are used for multidimensional data visualization, is performed. The vector quantization methods, trained in an unsupervised (neural gas method and self-organizing maps) and supervised (learning vector quantization algorithms) ways, are systematized and analyzed. Vector quantization is used for data compression, missing data correction and clustering. These methods can be combined with visualization methods, known as the projection methods. The main projection methods (multidimensional scaling, principal component analysis) of multidimensional data are analyzed in the dissertation, too. The target of dimensionality reduction methods is to represent the input data in a lower-dimensional space so that certain properties of the dataset were preserved as faithfully as possible.

If we have a dataset \( X = \{X_1, X_2, \ldots, X_m\} \) in an \( n \)-dimensional space, where \( X_i = (x_{i1}, x_{i2}, \ldots, x_{in}) \), \( i = 1, \ldots, m \), we desire to get a dataset \( Y = \{Y_1, Y_2, \ldots, Y_m\} \) in a \( d \)-dimensional space, where \( Y_i = (y_{i1}, y_{i2}, \ldots, y_{id}) \), \( i = 1, \ldots, m \), and \( d < n \). If rather a small output dimensionality \( d = 2 \) or \( d = 3 \) is chosen, two or three dimensional vectors obtained may be presented in a scatter plot.

The goal of multidimensional scaling (MDS), as one of dimensionality reduction and visualization methods, is to find lower-dimensional data \( Y_i \), \( i = 1, \ldots, m \), such that the distances between the data in the lower-dimensional space were as close to the original proximities (similarity or dissimilarity) as possible. The MDS error \( E_{MDS} \) to be minimized can be written as \( E_{MDS} = \sum_{i<j} w_{ij} (\delta(X_i, X_j) - d(Y_i, Y_j))^2 \) where \( w_{ij} \) is a weight; \( \delta(X_i, X_j) \) is the value of proximity between the \( n \)-dimensional data \( X_i \) and \( X_j \), \( d(Y_i, Y_j) \) is the distance (usually Euclidean) between the two-dimensional data \( Y_i \) and \( Y_j \), \( d(Y_i, Y_j) = \|Y_i - Y_j\| \). If the proximity is the Euclidean distance, then \( \delta(X_i, X_j) = d(X_i, X_j) \). We use the SMACOF (Scaling by MAjorization of a COmplicated Function) algorithm for MDS error \( E_{MDS} \) minimization, \( w_{ij} = 1, \forall i, j \). This method guarantees a monotone convergence of the MDS error.

The computational complexity of one iteration of MDS based on SMACOF is \( O(nm^2) \). If we analyze a large dataset, MDS is time consuming. Many techniques for reducing the computational time are proposed. Some ways are based on pre-processing: at first, the number \( m \) of dataset items is reduced then a smaller dataset is analyzed by MDS. The reduction of \( m \) can be done by clustering or vector quantization methods.

When vectors are mapped (visualized), it is necessary to estimate the visualization quality. Three measures were used. The first one is introduced by König. König’s
topology preserving measure is based on the assessment of rank order in the \(n\)-dimensional and \(d\)-dimensional spaces. This measure has two control parameters—numbers of the nearest neighbours: \(\mu\) and \(\nu\), \(\mu < \nu\). The neighbourhood is estimated by the Euclidean distances here.

Assume that:
- \(X_{ij}, j = 1, ..., \mu\), are the nearest neighbours of the \(n\)-dimensional vector \(X_i\), where the distance \(X_i\) and their neighbours satisfy the following inequality \(\|X_i - X_{ij}\| < \|X_i - X_{ij}\|\) with \(j_1 < j_2\), here \(\mu\) is the number of the nearest neighbours;
- \(Y_{ij}, j = 1, ..., \nu\), are the nearest neighbours of the \(d\)-dimensional vector \(Y_i\), \(\nu\) is the number of the nearest neighbours;
- \(r_x(i, j)\) is a rank of the \(j\)th neighbour \(X_{ij}\) of the vector \(X_i\), where the rank means the order number of \(X_{ij}\) in the dataset analyzed;
- \(r_y(i, j)\) is a rank of the \(j\)th neighbour \(Y_{ij}\) of the vector \(Y_i\), corresponding to \(X_i\), where the rank means the order number of \(Y_{ij}\) in the dataset analyzed.

König’s measure for the \(i\)th vector and the \(j\)th neighbour is calculated by the formula:

\[
E_{KM}^{ij} = \begin{cases} 
3, & \text{if } r_x(i, j) = r_y(i, j), \\
2, & \text{if } r_x(i, j) = r_y(i, l), \ l \in (1, ..., \mu), \ i \neq l, \\
1, & \text{if } r_y(i, j) = r_y(i, t), \ t \in (\mu + 1, ..., \nu), \ \mu \neq \nu, \\
0, & \text{otherwise}.
\end{cases}
\]

The general König measure \(E_{KM}\) is calculated as follows:

\[
E_{KM} = \frac{1}{3\mu\nu} \sum_{i=1}^{\mu} \sum_{j=1}^{\nu} E_{KM}^{ij}.
\]

The range of \(E_{KM}\) is between 0 and 1, where 0 indicates a poor neighbourhood preservation, and 1 indicates a perfect one.

Spearman’s \(\rho\) is calculated by the formula:

\[
\rho_{SP}(r_x', r_y') = 1 - \frac{6}{(m')^2-m'} \sum_{k=1}^{m'} (r_x'(k) - r_y'(k))^2,
\]

where \(r_x'\) and \(r_y'\) are the ranks (order numbers) of pairwise distances calculated for the \(n\)-dimensional and \(d\)-dimensional data, respectively; \(m' = m(m-1)/2\). As usual, \(-1 \leq \rho_{SP} \leq 1\). The best value of Spearman’s \(\rho\) is equal to one.

The third measure is MDS error \(E_{MDS} = \sqrt{\frac{\sum_{i<j}(d(X_i, X_j) - d(Y_i, Y_j))^2}{\sum_{i<j}d(X_i, X_j)^2}}\). This error is used instead of \(E_{MDS}\), because the inclusion of the normalized parameter gives a clear interpretation of the mapping quality that does not depend on the scale in an \(n\)-dimensional space.

3. Combination of Vector Quantization and Visualization

The objective of vector quantization for a dataset \(X\) is to discover the optimal codebook, containing a predetermined number \(N\) of codebook (reference, prototype) vectors \(M_i \in \mathbb{R}^n, i = 1, ..., N\), which guarantees the minimization of the chosen distortion metric (usually Euclidean) for all the vectors from \(X\). Each codebook vector has an associated index used for referencing. Thus, the aim of quantization is to change
the vectors $X_i$, $i = 1, ..., m$, so that the new vectors $M_i$, $i = 1, ..., N$, $N < m$, represent the properties of the vectors $X_i$. Vector quantization is used for data clustering, compression, and missing data correction. In the clustering case, the codebook vectors are representatives of clusters.

The self-organizing map (SOM) is a class of neural networks that are trained in an unsupervised manner using a competitive learning. The neural gas is a biologically inspired adaptive algorithm. The algorithm was named “neural gas” because of the dynamics of the vectors during the adaptation process which distribute themselves like a gas within the data space. The codebook $M$ is an array of vectors. The dimensionality of the vectors is such as that of the analyzed vectors $X_i$, $i = 1, ..., m$, i.e., equal to $n$. The array $M = \{M_1, M_2, ..., M_N\}$ is one-dimensional in neural gas (NG), $M_i \in \mathbb{R}^n$, $i = 1, ..., N$. $N$ is the number of codebook vectors. The rectangular SOM is a two-dimensional array (grid) of neurons $M = \{M_{ij}, i = 1, ..., \text{rows}, j = 1, ..., \text{cols}\}$, where $M_{ij} \in \mathbb{R}^n$, $\text{rows}$ is the number of rows of the grid, cols is the number of columns of the grid, and the total number of neurons is $N = \text{rows} \times \text{cols}$.

At the beginning of the training algorithms, the initial values are selected: the number $N$ of codebook vectors; the initial values of codebook vector components; the number of training epochs $\hat{e}$ (each analyzed vector is passed to the network $\hat{e}$ times, then the number of training steps $t_{\text{max}} = \hat{e} \times m$).

In NG, the Euclidean distances between the input vector $X_i$ and each codebook vector (neuron) $M_i$, $i = 1, ..., N$, are computed. The distances are sorted in an ascending order. A neuron set $W_e, W_2, ..., W_e$ is obtained, where $W_k \in \{M_1, M_2, ..., M_N\}$, $k = 1, ..., N$, and $\|X_i - W_k\| \leq \|X_i - W_N\|$. The neuron $W_1$ is called a winner. The neuron $W_k$, $k = 1, ..., N$, is adapted according to the learning rule: $W_k(t + 1) = W_k(t) + \alpha(t)h_k(t)(X_i - W_k(t))$, where $t$ is the order number of iterations, $\alpha(t) = \alpha_0(\lambda(t)/\lambda(1))^{1/\lambda(t)}$, $\lambda(t) = \lambda_0(\lambda(t)/\lambda_0)^{1/\lambda(t)}$. The values of the parameters $\lambda_0, \lambda_1, E_g, \lambda_0, E_0, E_0$ are predetermined.

In SOM, the Euclidean distances from the input vector $X_i$ to each codebook vector $M_{ij}$, $i = 1, ..., \text{rows}$, $j = 1, ..., \text{cols}$, are computed as well. The vector (neuron) $\hat{M}_i$ with the minimal Euclidean distance to $X_i$ is designated as a winner, where $c$ is a pair of indices, i.e., $c = \arg\min_{i,j}([X_i - M_{ij}])$. The neuron $M_{ij}$ is adapted according to the learning rule: $M_{ij}(t + 1) = M_{ij}(t) + \alpha(t)h_{ij}(t)(X_i - M_{ij}(t))$, where $t$ is the order number of iterations, $h_{ij}$ is a neighbourhood function, $h_{ij}(t) \rightarrow 0$, as $t \rightarrow \infty$. There are a lot of variants of $h_{ij}$. We use $h_{ij} = \alpha/[(\alpha\eta_{ij} + 1)]$, $\alpha = \max((n + 1 - \varepsilon)/\varepsilon, 0.01)$; $\eta_{ij}$ is the neighbourhood order in the grid between the neurons $M_{ij}$ and $\hat{M}_i$: $\varepsilon$ is the number of training epochs, $\varepsilon$ is the order number of the current epoch ($\varepsilon \in \{1, ..., \hat{e}\}$). The vector $M_{ij}$ is recomputed, if $\eta_{ij} \leq \max[\alpha \max(\text{rows}, \text{cols}) + 1]$. For generality, the notation $M_i$ is used instead of $M_{ij}$ below.

Then the networks are trained, the quantization error $E_{Qe}$ is computed by the formula $E_{Qe} = \frac{1}{m} \sum_{i=1}^{m} \|X_i - \hat{M}_{\varepsilon(t)}\|$, where $\hat{M}_{\varepsilon(t)}$ is a winner for the vector $X_i$, $\hat{M}_{\varepsilon(t)} = W_{\varepsilon(t)}$ in the neural gas method.

After training the NG or SOM network, each input vector $X_i$, $i = 1, ..., m$, from $X$ is related to the nearest neuron, called a neuron-winner. Some neurons may remain
unrelated with any vector of the set $X$, but there may occur neurons related with some input vectors. So, the neuron-winners represent some input vectors, and the number $r$ of neuron-winners is smaller than that of input vectors ($r < m$). Thus, the number $m$ of data items is reduced. A smaller dataset can be used by MDS and the time is saved.

Fig. 1. The scheme of visualization of neuron-winners (consecutive combination)

So, the reason for using a consecutive combination (Fig. 1) is a desire to decrease the computation time without losing the quality of mapping (visualization).

Another reason is based on improving the SOM visualization. As it is known, the SOM itself has a visual presentation, e.g., $u$-matrix representation. However, the SOM table does not answer the question, how much the vectors of the neighbouring cells are close in the $n$-dimensional space. It is reasonable to apply the distance-preserving method, such as MDS, to an additional mapping of the neuron-winners in SOM. A question arises: when the usage of MDS only is purposeful, and when its combination with vector quantization.

Fig. 2. The computational time of MDS only and its combination with SOM

The computing time of MDS only, when all the items of the ellipsoidal dataset ($m = 1338$, $n = 100$) have been analyzed is presented in Fig. 2 (black solid line). The SOM learning has been repeated for several times with various numbers $N$ of neurons. Various numbers $r$ of neuron-winners have been obtained. The dependence of the SOM learning time on the number $r$ of neuron-winners (dashed curve), as well as of MDS on the number $r$ of neuron-winners, when only they are analyzed by MDS (dashed with point curve), and the total time of the SOM and MDS combination (dotted curve) are presented in Fig. 2. We see that if the number $r$ of neuron-winners is smaller than 500, it
is worth to using the combination in order to save the computational time as compared with MDS only. If NG is used instead of SOM, the similar results are obtained.

The visualization results of the ellipsoidal dataset when all data items \((m = 1338)\) are mapped by MDS and only 262 neuron-winners \((r = 262)\) of SOM are mapped by MDS are presented in Fig. 3. We see that reduction of the number of data items does not aggravate the quality of visualization, while the computing time is saved essentially.

![Fig. 3. Mapping of an ellipsoidal dataset: a) all data items are mapped by MDS; b) only 262 neuron-winners of SOM are mapped by MDS](image)

Note that, if the MDS error \(E_{\text{MDS}}\) is minimized in an iterative way, it is important to select the proper initial values of \(d\)-dimensional vectors \(Y_1, Y_2, ..., Y_m\) (in our case, \(d = 2\)). The dependence of the MDS results on the initial values of these vectors remains a topical problem. We have proposed and investigated the integrated combination of SOM and MDS as a new way of initialization of two-dimensional vectors. We suggest to use NG instead of SOM.

The idea of the integrated combination is as follows: \(n\)-dimensional vectors \(X_1, X_2, ..., X_m\) are analyzed by using the MDS method, taking into account the process of SOM or NG training. Thus, the integrated combination consists of two parts: (1) SOM or NG training; (2) computing two-dimensional points, corresponding to the neuron-winners of SOM or NG, by the MDS method. These two parts are performed alternately.

At first, some notation and definitions are introduced:

- Let the training set consist of \(n\)-dimensional vectors \(X_1, X_2, ..., X_m\), \((X_i = (x_{i1}, x_{i2}, ..., x_{in}), i = 1, ..., m)\). We need to get two-dimensional vectors, called projections, \(Y_1, Y_2, ..., Y_m\), \((Y_i = (y_{i1}, y_{i2}), i = 1, ..., m)\).
- The neural network (SOM or NG) is trained using \(\vartheta\) training epochs.
- All the \(\vartheta\) epochs are divided into equal training parts – blocks. Before starting the training of the neural network, we choose the number of blocks \(\varphi\) into which the training process will be divided. Each block contains \(\nu\) training epochs \((\vartheta = \varphi\nu)\). Denote by \(\varrho\) a block of the training process consisting of \(\nu\) epochs \((q = 1, ..., \varrho)\).
- Denote neuron-winners, obtained by the \(q\)th block of the training process, as \(M_1^{(q)}, M_2^{(q)}, ..., M_{\varphi}^{(q)}\) and two-dimensional projections of these neuron-winners, calculated by the MDS method, as \(Y_1^{(q)}, Y_2^{(q)}, ..., Y_{rq}^{(q)}\) \((Y_i^{(q)} = (y_{i1}^{(q)}, y_{i2}^{(q)}), i = 1, ..., r_q)\). Note that the number of neuron-winners \(r_q\) will be smaller than or equal to \(m\).
We suggest the following way of integrating the SOM or NG and MDS methods (Fig. 5):

**Step 1: network training begins** \((q = 1)\). After the first \(v\) training epochs, the training is stopped temporarily. The neuron-winners \(M_i^{(1)}, M_{i+1}^{(1)}, \ldots, M_n^{(1)}\), obtained after the first block \((q = 1)\) of the training process, are analyzed by MDS. The initial coordinates of two-dimensional vectors \((Y_{i1}^{(0)}, Y_{i2}^{(0)})\), \(i = 1, \ldots, r_1\) must be set for MDS. There are some possible ways. The initial coordinates \((Y_{i1}^{(0)}, Y_{i2}^{(0)})\) can be set:

1. At random in the interval \((0; 1)\).
2. On a line: \(Y_{12}^{(0)} = i + 1/3, Y_{22}^{(0)} = i + 2/3\).
3. According to the two largest principal components (PCs).
4. According to the components whose variances are the largest ones.

After MDS has been performed, the two-dimensional projections \(Y_{11}^{(1)}, Y_{21}^{(1)}, \ldots, Y_{r_1}^{(1)}\) of neuron-winners are obtained.

**Steps from 2 to \(q\): network training is continued** \((q = 2, \ldots, q)\). The neuron-winners obtained after each \(q\)th block of the training process are analyzed by MDS. The initial coordinates of two-dimensional vectors \(Y_{11}^{(q)}, Y_{21}^{(q)}, \ldots, Y_{r_q}^{(q)}\) are selected for MDS taking into account the result of the \((q-1)\) block. Note that \(r_q \neq r_{q-1}\) in general. The way of selecting the initial coordinates is presented below. We must determine the initial coordinates of each two-dimensional vector \(Y_{i1}^{(q)}\) correspondent to the neuron-winner \(M_i^{(q)}\), \(i = 1, \ldots, r_q\). The sequence of steps is as follows:

- **Determine vectors from** \(\{X_{i1}, X_{i2}, \ldots, X_{im}\}\) that are related with \(M_i^{(q)}\). Note that some vectors from \(\{X_{i1}, X_{i2}, \ldots, X_{im}\}\) can be related with \(M_i^{(q)}\). Denote these vectors by \(X_{i1}, X_{i2}, \ldots, X_{i12}, \ldots \in \{X_{i1}, X_{i2}, \ldots, X_{im}\}\).
- **Determine neuron-winners of the** \((q-1)\) block that were related with \(X_{i1}, X_{i2}, \ldots\) Denote these neuron-winners by \(M_{j1}^{(q-1)}, M_{j2}^{(q-1)}, \ldots, (M_{j1}^{(q-1)}, M_{j2}^{(q-1)}, \ldots, M_{j_{r_{q-1}}}^{(q-1)})\), and their two-dimensional projections, obtained as a result of MDS, by \(Y_{j1}^{(q-1)}, Y_{j2}^{(q-1)}, \ldots, (Y_{j1}^{(q-1)}, Y_{j2}^{(q-1)}, \ldots, Y_{j_{r_{q-1}}}^{(q-1)})\).
- **There are two possible ways of assignment** (Fig. 6):
  - by proportion: the initial coordinates of \(Y_{i1}^{(q)}\) are set to be equal to the mean value of the set of vectors \(\{Y_{j1}^{(q-1)}, Y_{j2}^{(q-1)}, \ldots\}\). In Fig. 4 (top), two points \(Y_{j1}^{(q-1)}\) and \(Y_{j2}^{(q-1)}\) are coincident, the point \(Y_{j1}^{(q)} = 1/3 (Y_{j1}^{(q-1)} + Y_{j2}^{(q-1)} + Y_{j_{r_{q-1}}}^{(q-1)})\) is closer to the points \(Y_{j1}^{(q-1)}\) than to \(Y_{j2}^{(q-1)}\).
  - by midpoint: since the coincident vectors can be between the vectors \(Y_{j1}^{(q-1)}, Y_{j2}^{(q-1)}, \ldots\) the initial coordinates of \(Y_{i1}^{(q)}\) are set to be equal to the mean value of the set of only the non-coincident points \(Y_{j1}^{(q-1)}, Y_{j2}^{(q-1)}, \ldots\). In Fig. 4 (bottom), \(Y_{i1}^{(q)} = 1/2 (Y_{j1}^{(q-1)} + Y_{j2}^{(q-1)})\).
After the assignment, the two-dimensional vectors $Y_1^{(q)}, Y_2^{(q)}, ..., Y_r^{(q)}$ ($Y_i^{(q)} = (y_1^{(q)}, y_2^{(q)}), i = 1, ..., r_q$) of the neuron-winners are calculated using MDS.

The training of the neural network is continued until $q = y$. After the $y$th block, we get two-dimensional projections $Y_1^{(y)}, Y_2^{(y)}, ..., Y_r^{(y)}$ of the $n$-dimensional neuron-winners $M_1^{(y)}, M_2^{(y)}, ..., M_r^{(y)}$ that are uniquely related with the vectors $X_1, X_2, ..., X_m$. The two-dimensional vectors $Y_1^{(y)}, Y_2^{(y)}, ..., Y_r^{(y)}$ obtained can be presented on a scatter plot.

Fig. 4. Two ways of assignment: by proportion (top), by midpoint (bottom)

4. Experimental Investigations

In this chapter, the results of experimental investigations of two vector quantization methods (neural gas and self-organizing maps) and their combinations with multidimensional scaling are presented. The iris [150; 4], hepta [212; 3], auto MPG [392; 7], target [770; 2], chainlink [1000; 3], rand_clust10 [100; 10], rand_clust5 [100; 5] and rand_data1500 [1500;5] datasets are used in the experimental investigations.

The numbers of the neural gas and the self-organizing maps are investigated. It is of interest to investigate by which method (NG or SOM) more neurons become winners.
The ratios between the number of neuron-winners and all the neurons of NG and SOM are presented in Fig. 6. It is shown that the ratios of NG are larger than that of SOM: about 80% of the NG neurons become winners. If the numbers of neurons are large, only about 50% of the SOM neurons become winners. The investigation shows that SOM is more useful than the neural gas for solving clustering problems.

The quantization error $E_{QE}$ is calculated to estimate the quality of quantization. The quantization error shows the difference between the analyzed vectors $\mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_m$ and the quantized vectors (neuron-winners) $\mathbf{M}_1, \mathbf{M}_2, \ldots, \mathbf{M}_r$, where $r$ is the number of neuron-winners.

Fig. 6. The ratio of neurons and neuron-winners in NG and SOM

Fig. 7. Dependence of quantization error on number of neuron-winners, obtained by NG (left) and SOM (right)
The dependence of the quantization error on the number of neuron-winners is presented in Fig. 7. The quantization error decreases, if the number of neuron-winners is increasing. As we see in Fig. 7, the quantization errors of NG are significantly smaller than that of SOM when the number of neuron-winners is approximately equal. It means that the neural gas is more suitable for vector quantization.

König’s topology preservation measure $E_{KM}$ and Spearman’s rho $\rho_{Sp}$ are calculated to estimate the visualization quality. The number $N$ of codebook vectors is selected so that the number of neuron-winners were equal to 100, 200, and 300 for the chainlink and auto MPG, to 50, 100, and 150 for the iris, to 50, 100, and 200 for the hepta, and to 50, 80, and 100 for the rand clust10 datasets.

Since the results of SOM and NG depend on the initial values of codebook vectors, 40 experiments have been carried out for each input vector set with different initial values of codebook vectors. The values of the measures are calculated and averaged. The confidence intervals of the averages are also calculated (a probability is equal to 0.95).

When calculating König’s topology preserving measure $E_{KM}$, it is necessary to select values of two parameters $\mu$ and $\nu$. The parameter $\mu$ indicates a narrow round of neighbours, and the parameter $\nu$ indicates a wide round. In the experiments, $\mu = 4$, and $\nu$ is varying from 6 to 50. The averaged values of $E_{KM}$ and the confidence intervals (CI) of the averages are presented in Fig. 8. We see that $E_{KM}$ is larger, if the neuron-winners obtained by SOM are mapped in all the cases, except the chainlink dataset, where the number of neuron-winners is equal to 100. We conclude that the topology is preserved precisely when the vector-winners obtained by SOM are mapped by MDS. In an exceptional case, the confidence intervals are wide, they are overlapping, and therefore
the results obtained are unreliable. When the number of neuron-winners is increasing, the confidence intervals are narrowing for all datasets. Naturally, for small values of the parameter $v$, the values of $E_{KM}$ are lower than that for higher $v$, however starting from a certain value of $v$, the values of $E_{KM}$ do not change at all or change but slightly.

The averaged values of Spearman’s rho $\rho_{Sp}$ and the confidence intervals (CI) of the averages are presented in Fig. 9. The values of Spearman’s rho are higher, if the neuron-winners are obtained by NG for the chainlink and hepta datasets, and by SOM for the auto MPG and iris datasets. The values of Spearman’s rho are large enough (in many cases, $\rho_{Sp} > 0.9$), which means that the mapping results are good in the sense of distance preserving, when passing from the $n$-dimensional space to a two-dimensional one. It is difficult to draw a conclusion on the mapping quality of the rand clust10 dataset, because the values of Spearman’s rho are varying, and the confidence intervals are wide and overlapping. The investigation shows that both the NG and SOM methods are suitable for a combination with MDS.

Two-dimensional vectors may be presented in a scatter plot. The mapping images of chainlink dataset are presented in Fig. 10. The numbers near the points indicate the order numbers of classes to which the points belong. Fig. 10 shows how the mapping images change when the number of neuron-winners is growing. The data structure is visible even when the number $r$ of neuron-winners, obtained by NG, is small enough. If the number $r$ of neuron-winners, obtained by SOM, is larger, the data structure is visible, as well.

In Fig. 11, the neuron-winners of the iris dataset, obtained by NG and SOM, are visualized by MDS. The points, corresponding to the items of the first species (Setosa), are marked by filled rhombi, the points, corresponding to the second species (Versicolor), are marked by filled squares and the points, corresponding to the third species (Virginica), are marked by filled circles. The points, corresponding to the neurons, that are the winners for both the second and third species, are marked by boxed circles. The quantization error of SOM is much larger ($E_{QR} = 0.3222$) than that of NG.
\(E_{QE} = 0.0379\). It means that the neuron-winners (quantized vectors) do not approximate the data by SOM precisely enough. We see that the points obtained by SOM are clustered very much, but the points obtained by NG are dispersed. The data structure is revealed better by NG.

Some experiments have been done in order to ascertain which vector quantization method (SOM or NG) is more suitable to use in the combination with MDS and which initialization way of two-dimensional points is most suitable in the consecutive combination of SOM or NG and MDS, as well as in the first block of the integrated combination (when the points are generated at random, on a line, according to two principal components (PCs), according to the components with the largest variances);
which way of assignment in the integrated combination is the most suitable one (by midpoint or by proportion).

The results of experimental investigation of some datasets are presented here: iris \((m = 150, n = 4)\), hepta \((m = 212, n = 3)\), and rand data \((m = 1500, n = 5)\) (here each component is generated at random in the interval \((0;1)\)). SOM and NG are trained during 200 epochs \((e = 200)\). The training process is divided into \(r = 2, 4, 8, 10, 25\) blocks in the integrated combination and \(v = 100, 50, 25, 20, 8\), respectively. 100 iterations are performed in MDS. The values of the MDS error \(E_{\text{MDS}}\) subject to the initialization and assignment ways for three datasets are presented in Tables 1–3. When choosing a random initialization, ten experiments are done for each dataset and the averaged values are presented in Tables 1–3 and Fig. 12. The smallest values are in italics and the most frequent values are in bold. The number \(N\) of neurons is set such that the same or a similar number \(r\) of neuron-winners were obtained by both vector quantization methods with a view to compare the results obtained in the sense of the MDS error \(E_{\text{MDS}}\).

When comparing the results, obtained by the consecutive and integrated combinations, smaller values of the MDS error are obtained by the integrated combination in many cases. Thus, the integrated combination is superior to the consecutive one. It is quite evident, if the points are initiated on a line or at random (Fig. 12). The values of the MDS error, obtained by the consecutive combination and the smallest values of the error, obtained by the integrated combination, are presented in Fig. 12.

In most cases, the MDS error is slightly larger, if NG is used instead of SOM in combinations. However, the quantization error \(E_{\text{QG}}\) is considerably smaller, therefore NG is more suitable in the combinations.

Table 1. Values of the MDS error subject to the initialization and assignment ways for the iris dataset

<table>
<thead>
<tr>
<th>(v)</th>
<th>(r)</th>
<th>SOM ((E_{\text{QG}} = 0.2225, r = 93))</th>
<th>NG ((E_{\text{QG}} = 0.0988, r = 94))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>consecutive</td>
<td>at random</td>
</tr>
<tr>
<td></td>
<td></td>
<td>midpoint</td>
<td>proportion</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0.0363</td>
<td>0.0366</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>0.0371</td>
<td>0.0373</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td>0.0315</td>
<td>0.0296</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>0.0284</td>
<td>0.0265</td>
</tr>
<tr>
<td>25</td>
<td>8</td>
<td>0.0298</td>
<td>0.0291</td>
</tr>
</tbody>
</table>
When the number \( \gamma \) of blocks of the integrated combination is increased, the MDS error is rather fluctuating, however it is no larger than that obtained by the consecutive combination.

The smallest value of the MDS error for the iris dataset is obtained, if the initial values of two-dimensional points are set by variances, when SOM is used in the consecutive combination, \( E_{\text{MDS}} = 0.0265 \), and by principal components, when NG is used \( E_{\text{MDS}} = 0.0335 \). However, the same minimal value of the MDS error is obtained by the integrated combination, when other initialization ways are used.

### Table 2. Values of the MDS error subject to the initialization and assignment ways for the hepta dataset

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( E_{\text{MDS}} )</th>
<th>at random</th>
<th>on a line</th>
<th>by PCs</th>
<th>by variances</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.2182</td>
<td>0.2270</td>
<td>0.2042</td>
<td>0.2042</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.2094</td>
<td>0.2066</td>
<td>0.1994</td>
<td>0.1994</td>
<td>0.1994</td>
</tr>
<tr>
<td>8</td>
<td>0.1986</td>
<td>0.2004</td>
<td>0.1995</td>
<td>0.1996</td>
<td>0.1994</td>
</tr>
<tr>
<td>10</td>
<td>0.1954</td>
<td>0.2007</td>
<td>0.1995</td>
<td>0.1996</td>
<td>0.1994</td>
</tr>
<tr>
<td>25</td>
<td>0.1919</td>
<td>0.2008</td>
<td>0.1995</td>
<td>0.1996</td>
<td>0.1994</td>
</tr>
</tbody>
</table>

### Table 3. Values of the MDS error subject to the initialization and assignment ways for the rand_data1500 dataset

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( E_{\text{MDS}} )</th>
<th>at random</th>
<th>on a line</th>
<th>by PCs</th>
<th>by variances</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.3248</td>
<td>0.3247</td>
<td>0.3247</td>
<td>0.3241</td>
<td>0.3249</td>
</tr>
<tr>
<td>4</td>
<td>0.3217</td>
<td>0.3225</td>
<td>0.3227</td>
<td>0.3220</td>
<td>0.3220</td>
</tr>
<tr>
<td>8</td>
<td>0.3159</td>
<td>0.3159</td>
<td>0.3159</td>
<td>0.3153</td>
<td>0.3161</td>
</tr>
<tr>
<td>25</td>
<td>0.3159</td>
<td>0.3159</td>
<td>0.3159</td>
<td>0.3153</td>
<td>0.3161</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( E_{\text{MDS}} )</th>
<th>at random</th>
<th>on a line</th>
<th>by PCs</th>
<th>by variances</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.3192</td>
<td>0.3143</td>
<td>0.3179</td>
<td>0.3125</td>
<td>0.3123</td>
</tr>
<tr>
<td>4</td>
<td>0.3168</td>
<td>0.3159</td>
<td>0.3160</td>
<td>0.3183</td>
<td>0.3187</td>
</tr>
<tr>
<td>8</td>
<td>0.3129</td>
<td>0.3122</td>
<td>0.3157</td>
<td>0.3185</td>
<td>0.3115</td>
</tr>
<tr>
<td>25</td>
<td>0.3115</td>
<td>0.3115</td>
<td>0.3115</td>
<td>0.3115</td>
<td>0.3115</td>
</tr>
</tbody>
</table>
The smallest value of the MDS error $\hat{E}_{\text{MDS}} = 0.1994$ for the hepta dataset is obtained by the integrated SOM and MDS combination independent of the initialization way. When NG is used, the most frequent value $\hat{E}_{\text{MDS}} = 0.1964$ is obtained by the consecutive combination, if the initial values are set by variances or principal components. The same value is obtained by the integrated combination, if the initial values are set on a line. If the random initialization is used, the smallest value $\hat{E}_{\text{MDS}} = 0.1877$ is obtained by the integrated combination, $\gamma = 2$.

![Fig. 12. Values of the MDS error, obtained by the consecutive and integrated combinations, for the iris dataset (left) and the hepta dataset (right)](image)

There is no value of the MDS error that could be minimal and repeated for the rand_data1500 dataset in contrast to the iris and hepta ones. However, the tendency of error decline is shown in the integrated combination, when the number $\gamma$ of blocks is increased.

When two ways of assignment (by midpoint and proportion) in the integrated combination are compared, no great difference was noticed.

### General Conclusions

The research results have shown new capabilities of the combination of vector quantization methods – self-organizing maps and neural gas – and multidimensional scaling. The results of the experimental research allow us to draw the following conclusions:

1. Approximately 80% of neurons become neuron-winners by the neural gas method and approximately 50% neurons become neuron-winners by the SOM method, therefore SOM is more useful for data clustering. However, the quantization errors, obtained by the neural gas method, are smaller than the errors, obtained by the SOM method, the number of neuron-winners being approximately equal. Thus, the neural gas method is more suitable for vector quantization as well as for the usage in the combination of multidimensional scaling.

2. In the combination of multidimensional scaling and SOM, the neighbourhood relations are preserved more precisely in the sense of König’s measure than in the case, where the neural gas method is used. Both quantization methods are equivalent in the sense of Spearman’s rho. The MDS error is smaller, when SOM is used instead of the neural gas method in the combination, for data, dimension of which $n = 5, 7, 10$. 

<table>
<thead>
<tr>
<th></th>
<th>SOM</th>
<th>NG</th>
<th>SOM</th>
<th>NG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.0363</td>
<td>0.0366</td>
<td>0.0265</td>
<td>0.0265</td>
</tr>
<tr>
<td>Line</td>
<td>0.0489</td>
<td>0.0642</td>
<td>0.0335</td>
<td>0.0265</td>
</tr>
</tbody>
</table>

The MDS error is smaller, when SOM is used instead of the neural gas method in the combination, for data, dimension of which $n = 5, 7, 10$. 
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3. When the proposed integrated combination of the neural gas and multidimensional scaling is applied, the data structure is visible, if the training blocks \( q < 1/3 \gamma \), and using SOM instead of the neural gas method in the integrated combination, the number of training blocks must be \( q > 2/3 \gamma \) where \( \gamma \) is the number of all the training blocks.

4. The proposed assignment of the initial values of two-dimensional vectors by midpoint in the integrated combination, except the first training block, can be used as an alternative of the assignment by proportion, because no essential difference is observed in the results obtained.

5. The MDS error, obtained by the consecutive combination, is the smallest one, when the initial values of two-dimensional vectors are selected by two principal components or by the components with the largest variances. Sometimes it is possible to reduce the error even more using the integrated combination.
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VEKTORIŲ KVANTAVIMO METODŲ JUNGIMO SU DAUGIAMATĖMIS SKALĖMIS ANALIZĖ

**Tyrimų sritis ir problemas aktualumas**

Dabartinėmis technologijomis galima gauti ir saugoti didelius duomenų kiekius, tačiau jų supovimas gana sudėtingas uždavinys, ypač kai duomenys nurodo sudėtingą objektą ar reiškinį, kuris aprašytas daugeliu parametro, ir kurie gali būti ne tik skaitiniai, bet ir loginiai bei tekstiniai. Tokie duomenys vadinami daugiamačiais duomenimis. Dažnai išskyla būtinbę nustatyti ir giliai pažinti šių daugiamačių duomenų struktūrą, t. y. susidariusius klasterius, tėi išisiskiriančius objektus, objektų tarpusavio panāšumą ir skirtingumą. Visų parametro reikšmių junginyse yra daugiausiai analizuojamos aibės konkrečių objektų. Daugiamačiai duomenys gali būti analizuojami įvairiais statistikos metodais, tačiau kai duomenų kiekiis yra didelis, dažnai jų nepakanka, todėl siekiant gauti daugiau žinių į analizuojamų duomenų, yra naudojami įvairūs duomenų tyrimos (angl. *data mining*) metodai: klasterizavimo, vizualizavimo ir kt.

Šio darbo tyrimų sritis yra daugiamačių duomenų skaičiaus mažinimas ir duomenų atvaizdavimas plokštumoje (vizualizavimas).


nauja duomenų aibė kaip galima labiau atspindėtų analizuojamos duomenų aibės savybes.

Daugiamachtių skalių rezultatas labai priklauso nuo dvimačių vektorių pradinio koordinacijų parinkimo būdų, kai daugiamachtių skalių paklaida minimizuojama iteraciniu būdu. Sėlimi įvairūs pradinio koordinacijų parinkimo būdai, tačiau šio uždavinio sprendimas išlieka aktualia problema.

Šioje disertacijoje sprendžiame dvi pagrindinės problemas:
1. Duomenų aibės vektorių ir jų dimensijų skaičiaus sumažinimas vektorių kvantavimo ir daugiamachtių skalių metodų junginiais, išlaikant duomenų struktūrą;
2. Gautų rezultatų priklausomybės nuo dvimačių vektorių, gautų daugiamachtių skalių metodu, pradinio koordinacijų parinkimas.

**Darbo tikslas ir uždaviniai**

Pagrindinis šio darbo tikslas – greitai ir tiksliai atvaizduoti didelės apimties duomenų aibes plokštumoje, tam sukurtant vektorių kvantavimo ir duomenų dimensijų mažinimo metodų junginį, išlaikant tinkamus dvimačių vektorių pradinį koordinacijų parinkimo būdus.

Siekiant tikslo buvo sprendžiama šie uždaviniai:
- išnagrinėti vektorių kvantavimo strategijas duomenims klaste kruodžiutį;
- iširti vektorių kvantavimo metodų jungimo galimybes su vizualizavimo metodais, pagrįstais duomenų dimensijų skaičiaus mažinimu;
- iširti dvimačių vektorių pradinio koordinacijų reikšmių parinkimo nuosekliajame junginyje ir įteigdavo Junginio pirmajame mokymo bloke mokymo bloko, išlaikant duomenų struktūrą;
- iširti dvimačių vektorių pradinio koordinacijų priskyrimo įteigdavo Junginio viensėdes mokymo bloko, išlaikant duomenų struktūrą;
- sukurti naujų nuosekliaus ir įteigdavo Junginio projektacijų plokštumoje ir įteigdavo Junginio parinkimo būdą;
- įsteigdavo Junginio visuose mokymo blokuose, išlaikant duomenų struktūrą;
- atlikti gautų kvantavimo ir vizualizavimo rezultatų kokybės analizę.

**Tyrimo objektas ir metodai**

Analizuojant daugiamachtių duomenis, norint geriau atskleisti jų struktūrą, vien tik klasikinių vizaizavimo metodų dažnai nepakanka. Disertacijoje tyrime objektais – dirbiniais neuroniniais tinklais grindžiami vektorių kvantavimo metodai ir daugiamachtių duomenų vizaizavimo metodai, pagrįsti dimensijų skaičiaus mažinimu. Šiuo tyrimo objektu betarpiškai yra susiję į jį dalykai: daugiamachtių duomenų projektacijos į mažesnės dimensijos erdvės kvantavimo įvertinimo metas, dvimačių vektorių koordinacijų parinkimo būdai ir jų atvaizdavimas plokštumoje.

Analizuojant mokslinius ir eksperimentinius pasiektus daugiamachtių duomenų vizaizavimo srityje, buvo naudoti informacijos paieškos, sisteminimo, analizės, lyginamosios analizės ir apibendrinimo metodai.

Remiantis eksperimentinio tyrimo metodu, atlikta statistinė duomenų ir tyrimų rezultatų analizė, kurios rezultatams įvertinti naudotas apibendrinimo metodas.
Darbo mokslinis naujumas
1. Sukurtas nuoseklus neuroninių dujų ir daugiamačių skalių junginys ir integruotas, atsižvelgiantis į neuroninių dujų metodo mokymosi eigu ir leidžiantis gauti tikslesnę daugiamačių vektorių projekcijų plokštumoje.
2. Pasiūlyti dvimačių vektorių pradinių koordinačių parinkimo būdai integruoto junginio pirmame mokymo bloke ir koordinačių reikšmių priskyrimo būdai integruoto junginio kituose mokymo blokuose.
4. Eksperimentiškai išsprendžiama ir parodoma, kad daugiamačių duomenų vizualizavimui neuroninių dujų ir daugiamačių skalių junginys yra tinkamesnis negu saviorganizuojančio neuroninio tinklo daugiamačių skalių junginys.

Darbo rezultatų praktinė reikšmė
Tyrimų, atlikų naudojant įvairios prigimties reales realaus pobūdžio duomenis, rezultatai atskleidė, kad vektorių kvantavimo ir projektavimo metodai junginiai gali būti plačiai taikomi daugiamačiams duomenims vizualizuoti. Analizuojant kitus realaus pobūdžio skaitinius duomenis, bus galima remtis išvadomis, gautomis šioje disertacijoje.

Darbo rezultatų aprobavimas
Tyrimų rezultatai publikuoti 8 moksliniuose leidiniuose: 5 periodiniuose recenzuojamuose mokslo žurnaluose, 3 straipsniai konferencijų pranešimų. Tyrimų rezultatai pristatyti šešiose konferencijose Lietuvoje ir užsienyje.

Darbo apimtis

Bendrosios išvados
Atlikti tyrimai atskleidė dviejų vektorių kvantavimo metodų – saviorganizuojančio neuroninio tinklo ir neuroninių dujų – jungimo su daugiamačių skalėmis skaičiuku naujas galimybės. Eksperimentinių tyrimų rezultatai leido daryti šias išvadas:
1. Neuroninių dujų metodų apie 80 % neuronų tampa nugalėtojas, o SOM tik apie 50 %, todėl SOM labiau tinkamas duomenims klasterizuoti. Tačiau kvantavimo paklaida esant tam pačiam neuronų nugalėtojų skaičiui neuroninių dujų metodų visiems analizuotiems duomenims visada mažesnė negu taikant SOM. Neuroninių dujų metodas tinkamas duomenims kvantuoti, o tuo pačiu naudoti junginyje su daugiamačių skalėmis metodų.
2. Junginyje su daugiamačių skalių metodų naudojant SOM tinkle yra geriau išlaikomi kaimynystės ryšiai tarp taškų, pereinanč į daugiamačę erdvę, o SOM paklaida.
duomenims, kurių dimensijų skaičius $n = 5, 7, 10$ yra mažesnė, kai junginyje naudojamas SOM, nei ND metodus.

3. Taikant pasiūlytą integruotą neuroninių dujų ir daugiamačių skalių metodų junginių analizuojamų duomenų struktūrą jau gerai matoma, kai mokymo blokų skaičius $q < 1/3 \gamma$, o taikant SOM ir daugiamačių skalių metodo integruotą junginį, mokymo blokų skaičius turi būti $q > 2/3 \gamma$, čia $\gamma$ – visų mokymo blokų skaičius.

4. Pasiūlytas pradinţių dvimačių vektorių koordinačių priskyrimas pagal vidurinį tašką integruotame junginyje, išskyrus pirmąjį mokymo bloką, gali būti naudojamas kaip alternatyva priskyrimui pagal proporciją, kadangi nepastebėta gautų rezultatų esminių skirstumų.

5. MDS paklaida, gauta nuosekliuojant junginius, yra mažiausia, kai dvimačių vektorių pradinės reikšmės parenkamos pagal dvi pagrindines komponentes arba dvi didžiausias dispersijas turinčias komponentes, tačiau kartais įmanoma ją dar sumažinti naudojant integruotą junginį. Kai dvimačių vektorių pradinės reikšmės generuojamos atsitiktiniar arba parenkamos ant tiesės, tai geriau naudoti integruotą junginį negu nuoseklūjį, nes MDS paklaida mažesnė.
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