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Abstract

Speech is the most natural way of human communication. Text-to-speech
(TTS) problem arises in various applications: services for the hearing impaired,
reading email aloud, reading text from e-book aloud, services for the people
with speech disorders. A TTS system — a system that takes a sequence of
words as input and converts it into speech.

In order to solve the problem of Lithuanian speech synthesis, it is
necessary to develop mathematical models for Lithuanian speech sounds. In
the dissertation proposed vowel and semivowel phoneme modelling framework
Is a part of this problem.

An assumption is made that a phoneme consists of the sum of components
which could be generated by properly chosen formant synthesizer parameters.
The second order quasipolynomial is chosen as the component model in time
domain. Multiple input and single output systems (MISO), whose inputs are
sequences of amplitude modulated impulses, are used for sound modelling.
The frequencies, damping factors, amplitudes and phases are parameters of
these systems. The synthesizing consists of the following two stages:
1) phonemic synthesizer parameter estimation from the characteristic period
data, 2) determination of the exciting input impulse periods and amplitudes.

In order to estimate the synthesizer parameters, the real sound signals that
are expanded into components by the inverse fast Fourier transform method are
used. The new parameter estimation algorithm for convoluted data, based on
Levenberg-Marquardt approach, has been derived and its stepwise form
presented.

In order to obtain more natural sounding of the synthesized speech, it is
important to use not only high-order models, but complex input sequence
scenarios as well. The input sequence of each phoneme has been described by

three parabolas. The first parabola characterized the slowdown growth of the
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component, the second parabola described the main time region, and the third
one characterized the slowdown decreasing of the component. Transition from
one vowel to another vowel was achieved by changing excitation impulse
amplitudes by the arctangent law.

The synthesized sounds have been audio tested, and the Fourier transforms
of the real data and output of the MISO model have been compared. It was
impossible to distinguish between the real and simulated data. The magnitude
and phase responses have only shown small differences. The practical results
have shown that the synthesized sounds of this method are sufficiently natural,

pleasantly sounding.
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1

Introduction

1.1. Research Context and Challenges

A Text-to-speech (TTS) system is defined as a system that takes a sequence of
words as input and converts it into speech (SIL, 2004). The speech synthesizer
can be useful in many cases. TSS system can read aloud any texts from web
pages, navigation, translation and other applications. It helps with
pronunciation and learning foreign languages, promoting listening skills. The
speech synthesizer allows multi-tasking so that attention can be given to
reading materials when time would otherwise not permit. It helps people with
reading challenges, or visual impairment.

Construction of speech synthesizer is a very complex task. Researchers are
trying to automate speech synthesis. Yet there is no automatic Lithuanian TTS
system equivalent to human speech. The commercial TTS systems have not yet
supported Lithuanian language. The problem of developing Lithuanian
synthesizer arises. There exists a Lithuanian synthesizer developed by

P. Kasparaitis (P. Kasparaitis, 2001). It is based on concatenation speech

1



1. Introduction

synthesis type. Concatenation synthesis relies on speech sounds recorded in
advanced database. One of the main drawbacks of concatenation synthesis is
that the database has to be sufficiently large. That, however, requires extensive
computer resources. If a word is not in the database, then it could not be
synthesized. The synthesized speech quality does not achieve the natural
speech quality since glitches occur on the concatenation boundaries. Formant
synthesis does not require a sound database. Formant synthesizers have
advantages against the concatenative ones. The speech produced by them can
be sufficiently intelligible even at high speed. They can control prosody
aspects of the synthesized speech (intonation, rhythm, stress). The main
drawback of formant synthesis is that the sounds obtained by this synthesis
type sound unnaturally, robot-like. In this work an assumption is made that the
models of formant synthesizer are too simple. In order to reduce synthetic
sounding, it is necessary to develop new mathematical models for speech

sounds. The vowel and semivowel phoneme models are a part of this problem.

1.2. Problem Statement

The sounds obtained by formant synthesis type sound unnaturally, robot-like.
In order to reduce synthetic sounding, it is necessary to develop new
mathematical models for speech sounds, which could be used as a base of

speech synthesizer.

1.3. Object of Research

The research object of the dissertation is Lithuanian vowel and semivowel

phoneme models.



1. Introduction

1.4. The Objective and Tasks of the Research

The objective of the thesis is to develop Lithuanian speech vowel and

semivowel phoneme dynamic models, and create transition between phonemes

in order to join these models.

In order to achieve the objective, the following tasks are stated:

to acquaint with speech production apparatus, main speech synthesis
methods and the existing text-to-speech systems of Lithuanian and
other languages.

to analyse main characteristics of Lithuanian speech vowel and
semivowel sounds.

to ascertain what models are suited best for Lithuanian speech sound
description.

to develop mathematical models of Lithuanian speech vowel and
semivowel phonemes.

to create transitions between phonemes in order to join vowel and
semivowel models.

to evaluate the proposed models accuracy experimentally.

1.5. Methodology of Research

Digital signal processing,

System theory,

Optimization methods,

Matrix algebra,

Mathematical statistics,
Programming in Matlab environment,

Programming in C# language.
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1.6. Scientific Novelty

» For vowel and semivowel phonemes modelling MISO system whose
impulse response of each channel is described as a third order

quasipolynomial and input amplitude impulse vary in time is proposed.
* A new parameter estimation algorithm for convoluted data, based on
Levenberg-Marquardt approach, has been derived.
* A new fundamental frequency refining algorithm is proposed.

* A new method that allows one to select the representative period

automatically is given.

* The transitions between vowel and semivowel phoneme models have

been derived.

The advantage of my developed phoneme modelling framework is that anyone
can use it and it can synthesize any phoneme of vowel and semivowel for any

speaker.

1.7. Practical Significance of the Results

The proposed vowel and semivowel phoneme models can be used for
developing a TTS formant synthesizer. The phoneme models can also be
adapted to other similar problems, for example, treating language disorders,

helping with pronunciation and learning of foreign languages.

1.8. Defended Propositions

1) For vowel and semivowel phoneme modelling a discrete time linear

stationary system with multiple-input and single-output (MISO) is used.
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Impulse response of each MISO system channel is described as a third

order quasipolynomial.

2) In order to obtain more natural sounding of the synthesized speech, it is
important to use not only high-order models, but complex input

sequence scenarios as well.
3) The vowel and semivowel synthesis quality is sufficiently good.

4) The word consisting of vowels and semivowels obtained with the
proposed synthesis methods is enough and it is difficult to distinguish it
from the real one. The quality of the synthesized sound was

significantly improved due to input transitions.

1.9. Approbation and Publications of the Research

The main results of the dissertation were published in 6 articles in the
periodical scientific publications. The main results of the work have been

presented and discussed at 21 national and international conferences.

International conferences

1. The 5th International Conference Mechatronic Systems and Materials,
October 22 - 25, 2009, Vilnius, Lithuania.

2. International Conference of Young Scientists, April 29-30, 2010,
Siauliai, Lithuania.

3. The 6th International Conference on Electrical and Control
Technologies ECT-2011, May 5-6, 2011, Kaunas, Lithuania.

4. The 2nd International Doctoral Consortium Informatics and
Informatics Engineering Education Research: Methodologies,
Methods, and Practice, November 30-December 4, 2011,

Druskininkai, Lithuania.
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5. The 7th International Conference on Electrical and Control
Technologies ECT-2012, May 3-4, 2012, Kaunas, Lithuania.

6. The 8th Joint European Summer School on Technology Enhanced
Learning, May 21-25, 2012, Estoril, Portugal.

7. The 13th International conference Teaching Mathematics:
Retrospective and Perspectives, 30 May — 1 June, 2012, Tartu,
Estonia.

8. The 16th International Conference ELECTRONICS'2012 18-20 June,
2012, Palanga, Lithuania.

9. The 2nd International Conference Music and Technologies, 8-10

November, 2012, Kaunas, Lithuania.

10.The 3rd International Doctoral Consortium Informatics and
Informatics Engineering Education Research: Methodologies,
Methods, and Practice, December 3-7, 2012, Druskininkai, Lithuania.

11.The 8th International Conference on Electrical and Control
Technologies ECT-2013, May 2-3, 2013, Kaunas, Lithuania.

12.The 14th International conference Teaching Mathematics:

Retrospective and Perspectives, May 9-11, 2013, Jelgava, Latvia.

Regional conferences

1. Lietuvos matematiky draugijos 50-0ji konferencija, Vilnius: MIl,
2009 m. birzelio 18-19 d.

2. 1-0ji jaunyjy mokslininky konferencija ,,Fiziniy ir technologijos
moksly tarpdalykiniai tyrimai®, Vilnius: LMA, 2011 m. vasario 8 d.

3. Lietuvos matematiky draugijos 52-0ji konferencija, Vilnius: LKA,
2011 m. birzelio 16-17 d.
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4. 15-0ji moksliné kompiuterininky konferencija ,,Kompiuterininky

dienos 2011%, Klaipéda: KU, 2011 m. rugséjo 22-24 d.

5. 2-0ji jaunyjy mokslininky konferencija Fiziniy ir technologijos

moksly tarpdalykiniai tyrimai, Vilnius: LMA, 2012 m. vasario 14 d.

6. Lietuvos matematiky draugijos 53-0ji konferencija, Klaipéda: KU,
2012 m. birzelio 11-12 d.

7. 3-0ji jaunyjy mokslininky konferencija Fiziniy ir technologijos
moksly tarpdalykiniai tyrimai, Vilnius: LMA, 2013 m. vasario 12 d.

8. Lietuvos matematiky draugijos 54-oji konferencija, Vilnius: LEU,
2013 m. birzelio 19-20 d.

9. 16-0ji moksliné kompiuterininky konferencija ,,Kompiuterininky

dienos 2011, Siauliai: SU, 2013 m. rugséjo 19-21 d.

1.10. Outline of the Dissertation

The dissertation consists of 5 chapters, references and appendices. The total
scope of the dissertation without appendices — 114 pages containing 78
formulas, 47 pictures and 19 tables.

The Introduction (Chapter 1) reveals research context and challenges,
describes the problem statement, the object of research, the tasks and objective
of the dissertation, methodology of research, presents scientific novelty,
practical significance of results, defends propositions and approbation of
obtained results.

In Chapter 2 an overview of Lithuanian speech engineering is given.
Detailed information about Lithuanian speech phonemes and diphthongs is
presented.

In Chapter 3 Lithuanian vowel and semivowel phoneme modelling
framework is submitted. Within this framework two synthesis methods are

7
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proposed: harmonic and formant.
Chapter 4 provides the results of experimental researches.
Conclusions (Chapter 5) present the main conclusions of the dissertation.
Appendices present a list of Lithuanian phonemes with the examples of

their usage, the plots of the vowel and semivowel phoneme signals.



2

Fundamentals of speech
synthesis

This chapter provides an overview of Lithuanian speech engineering. Speech
synthesis is one of its parts. Two speech synthesis types are presented. Their
advantages and disadvantages are listed. The MUSIC method for the
estimation of the signal fundamental frequency is submitted. An overview of
Lithuanian speech phonemes and diphthongs is given. The differences between
the fundamental frequency values of unstressed and stressed vowel and

semivowel phonemes have been revealed.

2.1. Speech engineering in Lithuania

Speech engineering is a popular field of engineering in Lithuania. Much effort
IS given by Lithuanian scientists and engineers for developing digital
technologies of Lithuanian speech processing. An overview of speech
engineering in Lithuania at the end of the twentieth century is given in

(Lipeikien¢ and Lipeika, 1998). The dominating field of Lithuanian speech
9
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engineering is speech recognition. Speech recognition is a process that
converts spoken words and phrases to a computer-readable format. Speech
recognition is mostly developed for the languages of big countries especially
for English language. There exists a number of programs (Dragon Naturally
Speaking, Speech Recognition in Windows 7, Dragon Dictate for iPhone/iPad,
etc.) that are intended for the use with English language. The languages of
small countries cannot boast of such a great attention, nevertheless the local
researchers give much effort to developing recognizers of the local languages.
Lithuanian speech recognition is one of the Lithuanian speech processing
problems taking considerable attention of Lithuanian researchers. Research
groups work in Vilnius at the Institute of Mathematics and Informatics and the
Faculty of Mathematics and Informatics of Vilnius University, in Kaunas at
Vytautas Magnus University, Kaunas University of Technology and Vilnius
University Kaunas Faculty of Humanities. Some of the problems analysed by
researchers of the Institute of Mathematics and Informatics are as follows:
development of isolated word speech recognition system (Lipeika et al., 2002),
application of dynamic programming for word endpoint detection in isolated
word recognition (Lipeika and Lipeikiené, 2003), creating a framework for
choosing a set of syllables and phonemes for Lithuanian speech recognition
(Laurinciukaité and Lipeika, 2007), using the formant features in the dynamic
time warping based recognition of isolated Words (Lipeika and Lipeikiené,
2008; Lipeika, 2010), quality estimation of speech recognition features
(Lileikyt¢ and Telksnys, 2011; Lileikyt¢ and Telksnys, 2012), speaker
recognition by voice (Kamarauskas, 2009), development of isolated word
recognition systems (Tamulevicius, 2008). Scientists from Vilnius University
the Faculty of Mathematics and Informatics and Forensic Science Centre of
Lithuania investigate speaker recognition problems (Bastys et al., 2010),
evaluation of effectiveness of different methods in speaker recognition (Salna

and Kamarauskas, 2010), Lithuanian speech recognition using the English

10
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recognizer (Kasparaitis, 2008). Researchers from Vilnius Gediminas Technical
University deal with control of robots by voice (Navakauskas and Paulikas,
2006), development of biometric systems for person recognition (lvanovas and
Navakauskas, 2010), development and implementation of means for word
duration signal processing (Ivanovas, 2012; Tamulevicius et al., 2010).
Scientists from Vytautas Magnus University deal with building medium-
vocabulary isolated-word Lithuanian HMM speech recognition system
(Raskinis and Raskiniené, 2003), modelling phone duration of Lithuanian by
classification and regression trees (Norkevi¢ius and RaSkinis, 2008),
investigating hidden Markov model modifications for large vocabulary
continuous speech recognition (Silingas and Telksnys, 2004), analysis of
factors influencing accuracy of speech recognition (Ceidaité and Telksnys,
2010). Researchers at Kaunas University of Technology and Vilnius University
Kaunas Faculty of Humanities investigate foreign languages models for
Lithuanian speech recognition (Maskeliiinas et al., 2009), the improvement of
voice command recognition accuracy (Maskelitnas, et al., 2011), deal with
implementation of hierarchical phoneme classification approach on LTDIGITS
corpora (Driaunys et al., 2009), consider control of computer and electric
devices by voice (Rudzionis et al., 2008).

Lithuanian speech synthesis is a part of Lithuanian speech digital
processing area that attracts considerable attention. Significant results in
Lithuanian speech synthesis have been achieved by P. Kasparaitis in
collaboration with experts of Lithuanian language (The MBROLA Project). The
synthesizer developed by him is based on concatenation synthesis method.
This method exploits Lithuanian speech corpora developed in advance.
T. Anbinderis investigates one of the constituent parts of speech synthesis —
automatic stressing of a text (Anbinderis, 2010). What concerns Lithuanian
speech, formant synthesis has not yet attracted much attention of researchers.

Problems related to developing Lithuanian speech formant synthesizers are

11
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considered in (Ringys and Slivinskas, 2009; Ringys and Slivinskas, 2010).

Speech animation problems also attract attention of Lithuanian researchers.
One of such problems is Lithuanian phoneme visualization. A methodology of

Speech analysis is another large class of speech processing problems. The
paper (Balbonas and Daunys, 2007) can be mentioned as an example of such
analysis. Some researchers try to use Wienerclasssystems for speech signal
prediction (lvanovas and Navakauskas, 2011).

Other fields (some of them are closely related with speech recognition) of
Lithuanian language and speech engineering are noisy speech intelligibility
enhancement (Kazlauskas, 1999), intelligent extraction of an internal signal in
a Wiener System (Kazlauskas and Pupeikis, 2013), transcribing of the
Lithuanian text (Kasparaitis, 1999; Skripkauskas and Telksnys, 2006),
automatic stressing of the Lithuanian text (Kasparaitis, 2000; Anbinderis,
2010), coding and transmission of voice signals (Kajackas and Anskaitis,

2009), the Lithuanian language machine translation (Sveikauskiené, 2005).

2.2. Speech synthesis types

Researchers have been showing interest in speech synthesis for a long time
(see, e. g., (Hopcroft and Ullman, 1979; Holmes and Holmes, 2001; Slivinskas
and Simonyté, 2007)). The best known commercial TTS systems are Bell Labs
TTS and Festival developed at University of Edinburgh. The construction of a
model for segmental duration in German is considered in the paper (Mobius
and van Santen,1996). This model has been implemented in the German
version of the Bell Labs text-to-speech system. The goal of the paper (Mobius
and Von Santen,1996) was to analyse and model durational patterns of natural
speech in order to achieve an improved naturalness of synthetic speech.

Although many results have been achieved, this field still remains important.

12
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There exist two main speech signal synthesis types: concatenative
synthesis and formant synthesis (Donovan, 1996; Frolov A. and Frolov G.,
2003). Synthesized speech sounds are created using concatenation of pieces of
recorded speech stored in a database in concatenative synthesis. Formant
synthesizers do not use any recorded sounds. A speech signal is modelled as an
output of a linear filter and is described by a mathematical model with a finite
number of parameters.

Both speech synthesis types attract the attention of researchers.
Concatenative synthesis of Lithuanian speech was studied in the P. Kasparaitis
papers (Kasparaitis, 1999; Kasparaitis, 2000; Kasparaitis, 2005). Methods of
quality improvement in concatenative speech synthesis for the Polish language
were considered in (Janicki, 2004). Formant Lithuanian vowel models have
been developed in (Ringys and Slivinskas, 2009; Ringys and Slivinskas, 2010).
A method for formant parameter extraction from a labelled single speaker
database for use in a synthesis system is examined in (Mannell, 1998). A
formant synthesis using rule-based and data-driven methods is presented in
(R. Carlson et al., 2002).

The main concatenation synthesis problem is the size of the memory for
storing the vocabulary. The synthesized speech quality does not achieve the
natural speech quality since glitches occur on the concatenation boundaries.

Many synthesizers that use formant synthesis produce artificial speech that
sound robot-like. Formant synthesizers, however, have advantages against the
concatenative ones. The speech produced by a formant synthesizer can be
sufficiently intelligible even at high speed. High speed speech synthesizing is
necessary for screen reading programs. Additional advantages of formant
synthesizers against the concatenative ones are the following: formant
synthesizers require less computer memory than concatenative ones as they
need no speech unit database. Formant synthesizers can control prosody

aspects of the synthesized speech (intonation, rhythm, stress).

13
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The most known Lithuanian speech synthesizer is based on concatenative
synthesis (Balbonas, 2009). The practical implementation can be seen in
(Garsiai.lt).

2.3. The signal fundamental frequency

Estimation of a fundamental frequency is very important in many fields of
speech signal processing such as speech coding, speech synthesis, speech and
speaker recognition (Cheveigné and Kawahara, 2002; Milivojevic et al., 2006).
The speech signal fundamental frequency is an essential feature of human
voice (Hess, 1983). The fundamental frequency is denoted by f,. What we hear
as a single sound when someone is speaking (for example, pronouncing /a/) is
really the fundamental frequency plus a series of harmonics. The fundamental
frequency is determined by the number of times the vocal folds vibrate in one
second, and measured in cycles per second [cps], or Hertz [Hz]. The harmonics
are multiples of the fundamental frequency. Thus if the fundamental frequency
is 100 Hz, the harmonics are 200 Hz, 300 Hz, 400 Hz, etc. The fundamental
frequency is also called the first harmonic. We normally don't hear the
harmonics as separate tones, they, however, exist in the sound and add a lot of

richness to the sound. Often the sinusoid of the frequency f, =kf, is itself

called the k-th harmonic of the signal.

In order to get good quality of a synthesised sound, one needs to estimate
this frequency as accurately as possible. The discrete Fourier transform (DFT)
method is usually used to estimate this frequency. This method gives good
results when the observed signal is sufficiently long. For shorter signals,
performance of this method is not satisfactory. Thus alternative methods have
to be used. One of such algorithms is the so-called MUSIC method. This
method is used widely in the mobile communications field. In (Murakami and
Ishida, 2001), T. Murakami and Y. Ishida applied the MUSIC method for the

14
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analysis of speech signals. They used this method for the fundamental

frequency estimation of Japanese female and male vowels /a/, e/, /i/, /ol, ul,

and illustrated that their method based on the MUSIC method is superior to the

conventional cepstral method for estimating the fundamental frequency.

MUSIC method

Consider the following model:

p
Yn :ZCI e)<p(jwln)+en’ (n:]-’ T N)
1=1

where ¢, eC, {e,} is white noise. Let M be some integer greater than p.

Define:

ijt ]T
’

y(t) = [Yt’ e yt+M—1]T’ X(t) = [Clejwlt, .1 C€

e(t) = [el’ cen et+M—1]T

where t=1,..., N —M +1. Define also:

a(w)=[1,e™,...,e’ ™" e=[w,...,w],

A@) =[a(w,), ..., a(w,)].

We can now write (1) as

y(t) = A@)X() +e(t) (t=12,...,K=N—M+1)

(1)

(2)

©)

(4)

The MUSIC method (Schmidt, 1986; Stoica and Moses, 1997; Therrien,
1992) was developed in 1979 by American scientist R. Schmidt. The acronym
MUSIC stands for MUItiple Signal Classification. This method deals with

estimation of parameters of (4) model.

The covariance matrix R = Ey(t)y"(t) of the vector y(t) is given by
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(Stoica and Nehorai, 1989)
R=A(O)PA" (0)+c7°1,,,, 5)

where o* isas in Ee(t)ef (t) = o°1,,,,,and P = Ex(t)x(t).
Denote by y; > y, > -+ > y), the eigenvalues of the matrix R. Since rank

(APA") = p (Stoica and Nehorai, 1989), then
Ye >02(k=1,..,p) and y,=0%(k=p+1,..,M). (6)

Let s, S,,..., S, be the unit-norm eigenvectors corresponding to the first p

largest eigenvalues yy,vy3,...,¥p, and 0;,9,,...,9y_, - the unit-norm

eigenvectors corresponding to the last M-p smallest eigenvalues

Yp+1, Vp+2s - Yu- DENOtE DY § an M xp matrix whose columns are the vectors

S118;, .-+, Sy, and by G an M x (M — p) matrix whose columns are the vectors

gl’ ng ey gM_p, | e.

S=[s;,....s,1, G=[095.... 9u_,]. (7)

It is shown in (Stoica and Nehorai, 1989) that the true parameter values

{w,...,w,} are the only solutions of the following equation:

a” (w)GG "a(w) =0.

In practice, we use an estimate

A= ﬁjﬂgya)y” ® ®)

of the true covariance matrix R. Denote by S;,...,S,, §;, ..., Gy_, the unit-

norm eigenvectors of R arranged in the descending order of the corresponding
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eigenvalues, and by § and G - the matrices made of {$,...,$.} and
{9,,...,4n_,}. Define the MUSIC spectral function as follows:

1

P, (") = ___— —
wo (€7 a" (eM")GG"a(e™)

(9)

The estimates of {w, ..., w,} are obtained by maximizingP,,, (¢). This

procedure is done by evaluating it at the points of a fine grid.

2.4. Diphone an phone concepts

A phone is an individual sound unit of speech without concern as to whether or
not it is a phoneme of some language (Onelook 2010). Remind that a phoneme
is any of the distinct units of sound that distinguishes one word from another,
e.g. p, b, d, and tin pad, pat, bad, and bat (Oxford dictionaries 2010).

A phone can also be defined as an unanalysed sound of a language. It is the
smallest identifiable unit found in a stream of speech that is able to be
transcribed with an IPA symbol (SIL 2004) where IPA stands for the
abbreviation International Phonetic Alphabet. The IPA is a system of phonetic
notation based primarily on the Latin alphabet, devised by the International
Phonetic Association as a standardized representation of the sounds of spoken
language (International Phonetic Association, 1999). The IPA is designed to
represent only those qualities of speech that are distinctive in spoken language:
phonemes, intonation, and the separation of words and syllables.

A word ,,diphone* can be derived from two Greek words ,,di* that means
»two* and “phonos” that means “sound”. Diphones contain the transitions from
one sound to the next and form building blocks for synthetic speech. Spanish
has about 800 diphones, English — over 1500, German — about 2500, and
Lithuanian — about 5000 (Cressey, 1978; Fox, 2005). By combining pre-
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recorded diphones, we can create much more natural synthesized speech
sounds than by combining just simple phones, because the pronunciation of

each phone varies depending on the surrounding phones.

2.5. Lithuanian speech sounds

Lithuanian language phonemes (sounds) were studied in (Girdenis, 1995). In
this work, A. Girdenis listed 58 phonemes. All these phonemes are unstressed.
In order to take stress into account, this list was appended by 29 stressed
phonemes (Kasparaitis, 2005). A study of Lithuanian compound diphthongs
suggested including 4 additional phonemes (Kasparaitis, 2005). All the
phonemes mentioned above along with a pause make a list of 92 units.
P. Kasparaitis has developed a system of coding of Lithuanian phonemes. The
Lithuanian phoneme list along with the examples is presented in Table 1 of the

Appendix A.

2.5.1. Lithuanian vowel sounds
Table 1 of the Appendix A shows that Lithuanian language has twenty eight
pure vowel phonemes. Five of them are marked with a letter "a", five - with a
letter "e", three - with a letter "é"', five - with a letter "i", five - with a letter "o",
and five - with a letter "u". The plots of the vowel phoneme signals are
presented in Fig. 1 — 6 of the Appendix B. These plots show that the periods of
the stressed vowels are longer than those of the unstressed vowels, i. e. the
fundamental frequencies — that are the period reciprocals — of the stressed
vowels are lower than those of the unstressed ones. The fundamental frequency
values of all unstressed and stressed vowels using 50 utterances by female have
been measured. The averages values of the fundamental frequencies and their
confidence intervals are shown in Table 1. The confidence intervals are stated

at the 95 % confidence level.
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Table 1 The values of the fundamental frequencies of unstressed and stressed vowel
phonemes (female speaker)

No | Phoneme Example Frequency [Hz] | Confidence intervals
1 fal mama 'mother’ 236 [234.5, 237.4]
2 la’l lazda 'stick’ 152 [150.5, 153.4]
3 fa:/ drasa 'courage’ 200 [198.3, 201.7]
4 /a:’/ kardas 'sword' 169 [167.0, 171.0]
5 /a:”/ acit 'thank you' 162 [160.1, 163.8]
6 lel medalis 'medal’ 238 [236.3, 239.7]
7 e’/ sugesti 'turn bad' 156 [154.5, 157.5]
8 le:/ grezinys 'well' 270 [268.6, 271.4]
9 Je:’/ érke 'mite’ 177 [175.7,178.3]
10 e/ gyvénimas 'life’ 171 [169.8, 172.2]
11 /é:/ kédé ‘chair’ 240 [238.7, 241.3]
12 /&) upétakis 'trout’ 175 [173.8, 176.2]
13 /é:/ gelé 'flower' 162 [160.9, 163.1]
14 fil liga 'disease’ 219 [217.7, 220.3]
15 i/ kiskis "rabbit' 185 [183.7, 186.3]
16 Ii:l tyla'silence’ 278 [276.8, 279.2]
17 i’/ rytas 'morning' 179 [177.7,180.3]
18 i/ arklys 'horse' 174 [172.5, 175.5]
19 lo/ ozka 'she-goat' 273 [271.6, 274.4]
20 /o’/ choras 'choir' 166 [164.6, 167.4]
21 lo:/ kovotojas ‘fighter' 228 [226.7, 229.3]
22 /o:’/ sonas 'side’ 180 [178.6, 181.4]
23 /o:"/ Addmas 'Adam'’ 183 [181.8, 184.2]
24 ul kultara 'culture’ 231 [230.0, 232.0]
25 u’/ upé river' 189 [187.8, 190.2]
26 fu:/ Kiirinys ‘work’ 203 [201.7,204.3]
27 fu:’/ lipa 'lip' 183 [181.5, 184.5]
28 hu:/ miisis 'battle’ 180 [178.6, 181.4]

The bar plots of the vowel phoneme fundamental frequency values are

shown in Fig. 1.

19


res:////ld1063.dll/type=1_word=mother

2. FUNDAMENTALS OF SPEECH SYNTHESIS

Fundamental frequency [Hz]

a e € "i" o u
The short unstressed vowel B The short stressed vowel
® The long unstressed vowel g The long vowel stressed with the falling accent

® The long vowel stressed with the rising accent

Fig. 1 The tendencies of the vowel phoneme fundamental frequency changing

This figure shows that the unstressed vowels have longer bars in

comparison with the ones of the stressed vowels. Note that the vowel "¢" has

no short phonemes therefore it has only three bars.

2.5.2. Lithuanian semivowel sounds

The Lithuanian consonants "j", "I", "m", "n", "r", "v" are called semivowels as
they have both vowel and semivowel features. Lithuanian language has
nineteen pure semivowel phonemes (see Table 1 of the Appendix A). One of
them is marked with a letter "j", four - with a letter "I", four - with a letter "m",
four - with a letter "n", four - with a letter "r", and two - with a letter "v". The
plots of the semivowel phoneme signals are presented in Fig. 7 — 12 of the
Appendix C. These plots show that the periods of the stressed semivowels are
longer than those of the unstressed semivowels, i.e. the fundamental
frequencies — that are the period reciprocals — of the stressed semivowels are
lower than those of the unstressed ones. The fundamental frequency values of
all unstressed and stressed semivowels using 50 utterances by female have
been measured. The averages values of the fundamental frequencies and their
confidence intervals are shown in Table 2. The confidence intervals are stated

at the 95 % confidence level.
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Table 2 The values of the fundamental frequencies of unstressed and stressed semivowel
phonemes (female speaker)

No | Phoneme Example Frequency [Hz] | Confidence intervals
1 1"l jiira 'sea’ 170 [168.6, 171.4]
2 N/ valsas 'waltz' 167 [165.5, 168.5]
3 N/ vilkas 'wolf' 156 [154.6, 157.4]
4 n/ valia 'will' 183 [181.4, 184.5]
5 1"/ gulti 'to go to bed' 160 [158.4, 161.6]
6 /m/ amatas 'handicraft’ 173 [171.7,174.3]
7 /m™/ limpalas 'adhesive' 167 [165.8, 168.2]
8 /m"/ smégenys 'brain’ 182 [180.8, 183.2]
9 /m""/ kamstis 'cork' 169 [167.7,170.3]
10 n/ namas 'house’' 215 [213.5, 216.5]
11 /n”/ ifikaras 'anchor' 185 [183.4, 186.6]
12 /n"/ nésti 'to carry along' 202 [200.6, 203.4]
13 /n"~/ lefiktis 'to bend' 181 [179.6, 182.4]
14 Irl ratas 'wheel' 210 [208.4, 211.6]
15 /r/ garsas 'sound' 178 [176.6, 179.5]
16 Irl Kriduseé 'pear’ 219 [217.6, 220.4]
17 "/ kirtis 'stress’, 'blow' 182 [180.5, 183.5]
18 Wi voras 'spider’ 185 [183.4, 186.6]
19 Nl vidukséti 'to yelp' 156 [154.6, 157.4]

The bar plots of the semivowel phoneme fundamental frequency values are

shown in Fig. 2.

210 -

190 -

170 I
150

Fundamental frequency [Hz)

"M ||1|| " m.II " nll " r||
The unstressed consonant M The stressed consonant
M The soft unstressed consonant mThe soft stressed consonant

Fig. 2 The tendencies of the semivowel phoneme fundamental frequency changing

Fig. 2 shows that the unstressed vowels have longer bars in comparison
with the ones of the stressed vowels.
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2.5.3. Lithuanian diphthong sounds
A diphthong is defined as a complex speech sound or glide that begins with
one vowel and gradually changes to another vowel within the same syllable, as
(oi) in boil or (i) in fine (Collins, 2009).

Lithuanian language has 6 pure diphthongs and 16 mixed diphthongs. The
pure diphthongs consist of two vowels and are the following: ai, au, ei, ie, ui,
uo. A mixed diphthong is a complex speech sound that begins with a short
vowel (i, e, u, a) and ends with a consonant (I, r, m, n) within the same syllable
(Garsva, 2001).

There are two types of pure diphthongs: gliding diphthongs (ie, uo) and
compound diphthongs (ai, au, ei, ui). We do not feel a phonetic boundary
between the first and the second element in pronouncing the gliding
diphthongs (LRC, 2013). The gliding diphthongs are sometimes called the
complex diphthongs (Garsva, 2001).

A list of compound diphthongs and corresponding phonemes or phoneme
combinations is presented in Table 3. Table 4 contains a list of gliding
diphthongs and corresponding phonemes or phoneme combinations. The
phoneme notation presented in Table 3 and Table 4 corresponds to the notation
used in (Kasparaitis, 2005).

Table 3 The compound diphthongs and corresponding phoneme combinations

ai au
laimé 'happiness' IAal+lj/ kauké 'mask’ |Aal+Iwl
laikas 'time' fal+1d/ batibas 'bugaboo’ lal+I\W/
vaikai ‘children’ lal+lj/ laukai ‘fields' lal+Iwl
ei ui
¢éizéti 'to crack’ [Eal+lj/ uzguiti 'to oppress' TUI+lj/
peilis 'knife' lel+1d/ zuikis 'rabbit' ul+1/
eiklus 'nimble’ lel+lj/ puikus 'excellent’ lul+lj/
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Table 4 The gliding diphthongs and corresponding phonemes

ie uo

siela 'soul’ e/ puodas 'pot' /Uo/
kriénas ' horseradish' liE/ pietuds 'in the south ' /uO/
kiemai 'yards' fie/ puodélis ‘cup’ fuo/

In Lithuanian speech, a pure diphthong can be stressed or unstressed. If the
first vowel of the diphthong is stressed, then the syllable has the falling (acute
,/*) accent. If the second vowel of the diphthong is stressed, then the syllable
has the rising (circumflex ,~‘) accent.

Three other diphthongs (eu, oi, ou) can be observed only in international

words, e.g., eukaliptas 'eucalyptus’, sinusoidé 'sinusoid’, Sou 'show'.

Table 5 Lithuanian diphthongs met in international words only and the corresponding
phoneme combinations

Eu Oi ou
terapéutas 'physician’ | /E/+/u/ | boileris 'boiler’ [0/+/il | klounas 'clown’ [0/+/uf
noumenas lo/+/U/
noumenon'’
Europa 'Europe’ lel+/ul | boikotas 'boycott' | /o/+/i/ | drédnoutas lo/+/u/
‘dreadnought'

The number of vowels and compound/complex diphthongs or mixed

! noumenon — (in the philosophy of Immanuel Kant) a thing as it is in itself, not perceived or

interpreted, incapable of being known, but only inferred from the nature of experience (Collins, 2009).
The term is used in contrast with, or in relation to what Kant called the phenomenon — the thing as it
appears to an observer (Encyclopedia Britannica, 2012).

2 dreadnought — 1) (historical) a type of battleship introduced in the early 20th century, larger and
faster than its predecessors and equipped entirely with large-calibre guns; 2) (archaic) a fearless

person; 3) (archaic) a heavy overcoat for stormy weather (Oxford, 2010).
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2. FUNDAMENTALS OF SPEECH SYNTHESIS

diphthongs defines the number of syllables in a word. Compound/complex
diphthongs are important for Lithuanian language as they along with vowels
and mixed diphthongs make the basis of a Lithuanian language syllable.
Diphthong modelling is important for solving a text-to-speech (TTS) problem.

One can find research papers that investigate diphthongs of various
languages in the literature. Acoustic analysis of the Spanish diphthongs was
carried out in (Borzone De Manrique, 1979). The German diphthongs were
analysed in (Geumann, 1997). Acoustic analysis of diphthongs in Standard

South African English was carried out in (Martirosian and Davel, 2008).

2.6. Conclusions of Section 2

The dominating fields of Lithuanian speech engineering are speech recognition
and speech synthesis.

There exist two main speech synthesis methodologies: concatenation
synthesis and formant synthesis. Concatenation synthesis relies on a speech
sound recorded in advanced database, meanwhile formant synthesis — on
mathematical sound models.

Lithuanian language has ninety two phonemes. Twenty eight of them are
pure vowel phonemes, nineteen — semivowel phonemes.

The differences between the fundamental frequency values of unstressed
and stressed vowel and semivowel phonemes have been ascertained.
Investigations have shown that the fundamental frequencies of the stressed
vowels and semivowels are lower than those of the unstressed ones.

Lithuanian language has six pure diphthongs and sixteen mixed
diphthongs. The pure diphthong consist of two vowels, a mixed diphthong is a
complex speech sound that begins with a short vowel and ends with a

consonant within the same syllable.
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3

Phoneme modelling framework

Lithuanian vowel and semivowel phoneme modelling framework based on a
vowel and semivowel phoneme mathematical model and an automatic
procedure of estimation of the vowel phoneme fundamental frequency and
input determining is proposed. Using this framework, the phoneme signal is
described as the output of a linear multiple-input and single-output (MISO)
system. The MISO system is a parallel connection of single-input and single-
output (SISO) systems whose input impulse amplitudes vary in time. Within

this framework two synthesis methods are proposed: harmonic and formant.
3.1. Vowel and semivowel phoneme signals
decomposition into harmonics

The goal is to get mathematical models of the analysed phoneme, which could
be used as a base of a phoneme synthesizer. In general case, the character of

vowel and semivowel signals is periodic (see Fig. 3).
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Fig. 3 The periodic character of phonemes: a) the plot of the vowel /a/, b) the plot
of the semivowel /m/

One can see from Fig. 3 that a phoneme signal has a rather complex form. It
is very difficult to find such a model that fits the phoneme signal well. The
approach of expanding a complex signal into the sum of simpler signals is
used. The signal can be expanded into the sum of a finite number of
components — the phoneme signal harmonics (similarly as harmonics of a
periodic signal in Fourier series theory).

Suppose the phoneme signal s(n) can be expanded into the sum of L

harmonics:
s(n) =s;(n) +s,(n) +--+s,(n), n=1,...,N (10)

where L is the number of harmonics, N is the number of samples of the
phoneme.
In order to decompose the phoneme signal into harmonics, the fundamental

frequency of this signal has been estimated. The recurrent algorithm of
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3. PHONEME MODELLING FRAMEWORK

estimating the fundamental frequency and calculating harmonics is present
below. At first, the magnitude response of the whole vowel phoneme signal is
calculated. Let f, be an initial estimate of the fundamental frequency. Then the

frequency band 0 — 6000 Hz is partitioned into the subbands shown in Table 6.

Table 6 The frequency band partition into subbands

Subband number Subband
1 [0.5f5, 1.5f,)
2 [1.5f5,2.5 fp)
L [((L = 1)+ 05)f,, (L +05)fp)

L is the largest integer number for which the inequality (L + 0.5)f; <
6000 holds, i. e.

L = [6000/f, — 0.5] (11)

where marking [ ] stands for the integer part of a real number. Note that we do
not consider the records obtained with the sampling frequency lower than
12 000 Hz. For the higher values of the sampling frequency we consider the
frequency band [0, 6000] Hz only. An example of a magnitude response and its

partition into subbands is given in Fig. 4.

—L

S O

Amplitude | units|
n
=

i, __ih_ 5 i
1000 2000 3000 4000 2000 6000

Frequency [Hz]

=)
—

=)

Fig. 4 The magnitude response of a vowel and its partition into subbands
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In each subband, the highest amplitudes a4, a,, ..., a,, are determined, and
the frequencies corresponding to those amplitudes: g4, g, ..., g, are found. At
first glance, these frequencies look like the formants, this, however, is not true
in general case. Then we compare the frequency sequences fy, 2f,, ..., Lf, and
91,92, -, gr- Our goal is to find such an f, that minimizes the sum of the

distances between the frequencies:

So = 21L=1|lf0 — gkl (12)

The algorithm that achieves this goal is described below. The data of the
algorithm is as follows:
1. The initial value of the fundamental frequency f.
2. The number of subbands (harmonics) L (L is defined by (11))
3. The values of the harmonic frequencies g4, g5, ..., g1.-

The steps of the algorithm are listed below.

Step 1. Compute the sum of the distances S, = Y-, |lfo — gl
Step 2. Set A=1
(A is the difference between the new fundamental frequency
value f,.,, and the old fundamental frequency value f,).
Step 3. Compute the new fundamental frequency value f,.,, = fo + A.
Step 4. Compute the sum of the distances S,.o, = Yr_ 11 fnew — Jil-
Step 5. If S, < S, then
fo = frews So = Snew
else
frew = fo = B, Snew = Zizillfnew — 91l
If Spew < S then
fo = frews So = Snew
else
A= A/2.
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Step 6. If A< 0.01 then

else

Go to Step 7

Go to Step 3

Step 7. END

We denote the obtained value by f;.

A block diagram of the algorithm presented above is shown in Fig. 5.

91 (92 | |9L

A 4

50:2f=1|lf0 - gll

v

A=1

v

Jrew = fo+ 4

v

Snewzzlf:1|lfnew - gll

A4

TRUE @ FALSE

A4

fo = frew frew =fo— 4
v v
So = Snew Snew:z:f=1|lfnew - gll

\ 4
fo = frew
v

So = Snew

TRUE @ FALSE

A= A/2

y

TRUE /\ FALSE

A\ 4
STOP

IF A< 0.01

Fig. 5 A block diagram of the fundamental frequency refining algorithm
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At first glance it may seem that the cycle becomes infinite if the condition
Snew < S is always true. In practice, when the f, changes, the distance
between the values lf;, and g; can not decrease all the time; at a certain time it
will start to increase.

After obtaining the optimal value f,, we can decompose the phoneme
signal s(n) into L harmonics (L is defined by (11)). For this purpose, a new
frequency band partition into subbands according to Table 6 (with f, = f;) is
made.

An auxiliary function g;(m) is defined as follows:

FFT(s(m)),m € [((I — 1) + 0.5)f5, (L + 0.5) ;]

0,m & [((1— 1) +05)f, (L +0.5f], (13)

gi(m) = {

where [ =1, ..., L, FFT — the fast Fourier transform, and compute its inverse

Fourier transform

N
1 i) (n_1)"=1
5 = (1) D gimye @D (14)
m=1
n=1.. N,i—imaginary unit.

The obtained signal §; is the I-th harmonic of the phoneme signal. The first

three harmonics of the female vowel /a:"/ are shown in Fig. 6.

24000 - 1st harmonic — — - 2nd harmonic ------- 3rd harmonic
)
S 2000
o)
3 0
£
£ -2000
<
-4000 T T |
0.03 0.04 0.05 0.06

Time [s]

Fig. 6 The first three harmonics of the phoneme /a:"/ (as in the word dcin)
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We see from Fig. 6 that the harmonic amplitudes are not constant. Note
that the harmonic periods are not constant, too. This changing over time of the

amplitudes and periods gives sounding naturalness.

3.2. Vowel and semivowel phoneme signals

decomposition into formants

A formant (formant frequency) is defined in a usual way as a maximum of the
phoneme spectrum envelope. In time-domain representation, a formant can be
described as the output signal of the filter whose impulse response is a damped
sinusoid (Fant, 1970; Cook, 2002). In the current work, the Linear Predictive
Coding (LPC) method (Markel and Gray, 1976) as a formant extraction tool is
used. We need to partition the frequency band 0-6000 Hz into the subbands
where each band corresponds to one formant. The partition is executed in the
following way. Using the LPC method, the signal envelope is obtained. The
frequency values corresponding to the envelope local minima are considered as
partition points. It is very important that the formant extraction coincide with
the harmonic extraction, i. e. a part of a harmonic cannot belong to one formant
and the other part belong to the other formant. Also, each harmonic should be
assigned to a certain formant. | propose to add the neighbouring harmonics
(calculated in Section 3.1) corresponding to a selected formant of spectrum.
The obtained signal will be call a formant. Joining of the harmonic frequencies
of the phoneme spectrum into groups corresponding to the particular formant

frequencies is shown in Fig. 7.
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Fig. 7 The plots of the spectrum of the phoneme /a:”/

The first three formant components of the female vowel /a:"/ are shown in
Fig. 8.

10000 - 1stformant — —-2nd formant ------- 3rd formant
w
S 5000
GJ
E 0
£ 5000
<
-10000 I I |
0.03 0.04 0.05 0.06

Time [s]

Fig. 8 The first three formant components of the phoneme /a.:”/

We see from Fig. 4 and Fig. 6 that in general case the form of a formant
signal is more complex than that of a harmonic signal. Harmonics are more

similar to sine waves, and the formants look like pulsating vibrations.

3.3. The vowel and semivowel phoneme model

We have to expand a phoneme signal into components. It is natural to choose a
parallel connection model where each component is modelled separately. For
modelling a discrete time linear stationary system with K inputs and a single
output (K is the number of harmonics (in harmonic synthesis method) or

formants (in formant synthesis method)) is used. The system is stationary as its
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parameters are lumped, i. e. they do not vary in time for a selected phoneme.
The system is linear since the output is a linear combination of the present and
past values of the input signals.

A diagram of such a system is shown in Fig. 9.

u y
1 hl 1
—>D—>y
uK yK
hK

Fig. 9 A MISO system for vowel and semivowel phonemes modelling

Let

h, = (h,(0), h,@), 1 (2), ..)

: (15)
hK = (hK (0), hK O, hK 2),..)
denote the impulse responses, and
u, =(..., u(-12),u,(0), u,...)
: (16)
Ue =(..,u (-1),u,(0),u.@,..)
— the inputs of the corresponding SISO systems. Denote by
Yi=Coo YD v (0, y @), ), k=1..,K (17)

the output of the k-th SISO system.
The impulse response H of the MISO system is the following vector of

sequences:
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3. PHONEME MODELLING FRAMEWORK

H=| : |, (18)

and the input of the MI1SO system is as follows: U =[u,,...,u,]".
Such a MISO system whose output y is equal to the sum of the inputs of

the SISO systems is considered:

y=Y,+...+VYg. (19)
Since
Vi = Uy * hy (20)

where * denotes the convolution operation

u, *hy :Zuk(n_i)hk(i) , (22)
i=0
we have
y=u1*h1+"'+ uK*hK (22)

Consider the vector delta sequence &(n) defined as

[11..,1", n=0
8(N)=110,0,...,0]", n=0- (23)

%/_/
K

Suppose that the system is excited by this sequence. In this case, the output

sequence values are as follows:

y(n)=ihk(n), n>0, (24)
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The chosen model allows exciting each channel with a separate input sequence.
This enables us to preserve harmonic amplitude variation.

If we take a single period of the phoneme component we get a signal of a
certain form. This signal is similar to a quasipolynomial that is the product of a

sinusoid and polynomial. It is assumed that all the h, can be represented by

second degree quasipolynomials. The mathematical description of a second

degree continuous-time quasipolynomial is given below:
q(t) =e*'(a,sin2z ft+¢,) +a,tsinz ft+¢,) +a,t’sin(2z ft +¢,)) (25)

where t is a nonnegative real number te R* U{0}, 42 <0 - the damping factor,

f — the frequency, a, - amplitude, ¢, (-7 <¢, <7z) — phase. If the coefficients

a, =a, =0, then we obtain the usual mathematical description of a formant.
First, consider a discrete time SISO system whose impulse response h, (n)

consists of a single component:
h,(n) =q(nAt), n=0,1,2,... (26)

where the component is defined by (25) with A=4,, f=1,, a =a,, a,=a,,,
& =8u, A=0u P =0Pu, P3=04, At=11  (fis the sampling frequency),
k=1..., K.

Let N be a positive integer. Taking t=0, At, 2At, ..., (N —=1)At, we get from
(25) and (26) that
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h (0) =a,;sin(gy,)
h, (At) =e** (a,,sin(27 f, At + ¢, ) + &, Atsin(2x f, At + ) + 3, AL’ sin(27 f At + 9,5))
h, (2At) = e*** (a,, sin(2 f, 2At + @,,) + &, 2Atsin(27 f, 2At + ¢ ,) + 8,5 2° At sin(27 f, 2At + )

h (N =D)At) =e™M D (a_sin(2z f, (N -1 At +¢,) +a,,(N =1 Atsin(2z f (N -1)At +¢,,) +
a,(N —1)?At?sin(27 f, (N —1)At + ¢,,)).

(27)
Denote by h}' the following N x 1 vector :
hY =[h, (0), h.(At), h (2At), ..., h((N-DAD]" . (28)
Let
Q =2xfAt,
A, = A At,
A =8, (29)
A, =ay,At,
As=a,At?, k=1.,K
Collect the first N values of the output sequence into a vector y" :
y'=[y©, y®., y@. ... y(N-DJ". (30)
Define by ¥, =¥, (A,,Q,) the following N X 6 matrix:
¥, :[Tkl ¥, ‘Pks] (31)
where
o(i-1) 0 . [Li=0
- } [50) o J @2)
Cyi Syi 0,i=#0
with
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Cki:[e"k cosQ,, 27 cos2Q,, ..., (N-1)""e™ ™™ cos(N —1)(2,(]T (33)

s =[e™sinQ,, 27 sin2,, ..., (N-1)e™sinN-10,|"  (34)
and by a, =a(A,, A, As P @i @) the following 6 X 1 vector:

ak:[Aklsin(gokl)f Aq COS(@41),  A,SiN(@,), AnCos(@y,), A Sin(gy,), A<3003(¢k3)]T-

(35)
Collect all the matrices {¥,} intoan N x 6K matrix ¥:
W =[¥|¥,|.|¥I (36)
and all the vectors {a, } into a 6K x 1 vector t:
a= [aI‘ a;‘. o' (37)

One can readily check that the vector y" can be expressed as the product

of the matrix ¥ and the vector a
y'=Wo, +.+¥.a, =¥ a. (38)

If we have the matrix ¥, obtaining the a reduces to a simple least

squares fit:
a=v"-y" (39)

where ¥* denotes the pseudo-inverse of the matrix ¥, i.e. a 6K xN matrix
Y =(Y'Y)Y.

Let z denote the common shift operator. Then from (18) we can write
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zh,
H=| : (40)
zh,
where
zh, =(h, (@), h,(2),h@3),...), k=1..,K (41)

Is the shifted sequence.
Suppose now that the system is excited by a periodic sequence of the

vector delta sequences:
3(n), 8(n—M), 8(n—2M), ... (42)
where 0<M < N s the period of this sequence such that

0,0,0,...
ZH = : K rows (43)
0,0,0,..

for all k>3M . One can readily check that the output sequence then satisfies

the following relationships:

y(n)=0 for n<0

y(n):ZK:hk(n) for 0<n<M

k=1

y(n):i(hk(n)+hk(n—M)) for M <n<2M (44)
y(n)=i(hk(n)+hk(n—M)+hk(n—2M)) for
I-M<n<(+D-M, 1=23,...

Let 6=[A1, Q, ... A, QK]. Introduce the following M X 6K matrix
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@ =d(0) (I call it the convoluted matrix):
=PY(1:M:)+¥YM+1:2M,:) + P(2M + 1:3M,:) (45)

where ¥(m:n,:) denotes a submatrix of the matrix ¥ consisting of all the
columns and the rows starting from the m-th row and ending with the n-th row.

Note that the matrix ® depends on the damping factors A, and the angular

frequencies Q, (and does not depend on the amplitudes A, A,, A, and phases

Pers Pear Pz )-
Collect all the M values of the first period of the periodic output sequence

into a vector y" :
y' =y, yO, y@, ... yM-D]. (46)
Using (44), it is not difficult to check that
yW=0d.a. (47)

Usually we measure the output y(t) with errors. Therefore an error
component into (47) must be incorporated. This error is modelled by an

additive white Gaussian noise. Collect all the noise values into a vector e:
e=[e(0), e(®), e@), ... eM-D] . (48)
Then the vector y can be written in the following form:
yM =®.a+e. (49)
We have to minimize the following functional:

(@, 0)=|y" - ®@©)a| (50)
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where ||||is the Euclidian norm defined as ||x||2 =x"-X.

It is proved in the literature (Golub and Pereyra, 1973) that minimization

of the r(a, 8) is equivalent to minimization of the following functional:

I (9) = Hqu(e)yM H (51)
where
Pio =1y —0@'®] @' = 1, - ®D". (52)

qu>(9) is called the orthogonal projector onto the orthogonal complement of
the matrix @ column space. P,, can be represented by an M xM matrix.

Equivalence of minimization can be explained as follows: suppose we found
the value 0 of the parameter 6 that minimizes r,(6). Then the value (é, 6)

where
a=a () (53)

minimizes the functional r(a, ®). Levenberg-Marquardt approach to minimize

the functional (51) is used. In the next Section, a new algorithm applied to the
convoluted data is developed. The algorithm for nonconvoluted data was
developed in (Simonyté and Slivinskas, 1997).

3.4. Parameter estimation of the model

Levenberg-Marquardt approach (Levenberg, 1944; Marquardt, 1963) is an
iterative procedure that corrects an initial parameter estimate according to the

following formula:
0" =0'— (V' (0'V(0')+ 1, VT (0')b(0') 1=01,... (54)
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where

IS an M x2K matrix (the symbol ¢ stands for differentiation operation

& :a_aa’ 6' denotes the value of the parameter 6 in the I-th iteration, Py, is

an orthogonal projector onto the orthogonal complement of the matrix ®(0)

column space),
b(6)=Pa)y" (56)

Isan M x1 vector, 1,, isa 2K x2K unit matrix, c, is the Levenberg-Marquardt

algorithm constant in the I-th iteration.

Levenberg-Marquardt equation (54) is not constructive, it is only a
guideline to obtaining iteratively the formant parameter estimates. One can not
use this equation directly. In each case of data model, it is necessary to develop
(54) computation algorithm in the explicit form using constructive matrix
operations (addition, subtraction, multiplication, pseudoinverse, QR
decomposition). Data model is described in Section 3.3. One of such
unconstructive operations in (54)-(55) is differentiation. In order to implement

(55), we need to calculate s (Pg,) for our data model. This is a rather

difficult task. Luckily there exists a formula that simplifies calculation of

& (P)- It is shown in (Golub and Pereyra, 1973) that
& ( $(e)): ~Po@? (®)B— (P (®)B)" (57)

where & (®) is a three-dimensional tensor formed of 2K M x6K matrices

each containing the partial derivatives of the elements of ®, and B is a special

generalized inverse of the basis signal matrix ®.
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Denote by G, an M x6K matrix which is equal to the derivative of ®

with respect to the k-th component 6, of the parameter vector 0 :

oD
G, =—. 58
Ty (58)
Then @ (Py,) is compounded of 2K M xM matrices of the form
(7 Pato), =~Pato/G.B - (Puto G.B)" (59)

Thus & (P ) is formed of 2K M x1 vectors (7 (Pyg) ) x (i=1 ..., 6K),

and hence V(0)is an M x 2K matrix.

The generalized inverse matrix B can be calculated by means of a standard
QR-decomposition of the matrix @. Let S stands for a 6K x6K permutation
matrix, T, — for a 6K x6K upper triangular matrix with decreasing diagonal

elements, Q — for an M xM orthogonal matrix. Then the matrix B is obtained

using the formula:
B= S[Tlil OGKX(M—GK) bT . (60)

The orthogonal projector Py, onto the 