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Abstract

The research area of current PhD thesis is the analysis of time periodic Navier—
Stokes equations in domains with cylindrical outlets to infinity (system of pipes).
The objects of investigation is so called non-stationary Poiseuille solution in the
straight cylinder and Navier-Stokes equations in domains with cylindrical outlets
to infinity. First of all, in this thesis is proved the existence and uniqueness of
the non-stationary Poiseuille solution in Holder spaces. Then the existence and
uniqueness of the time periodic Stokes problem obtained in weighted Sobolev
spaces. Finally, the existence of time periodic solutions to Navier-Stokes problem
in weighted Sobolev spaces is proved. The weight-function describes asymptot-
ical behavior of solutions, thejx| — co. The obtained results are theoretical.
However, they could be used to solve practical problems of fluid dynamics.






Reziume

Disertacijoje nagrigjami Nave-Stokso lygiy periodiniai laiko atzvilgiu uz-
daviniai srityse su cilindriniais &imaisj begalybe. Pagrindiniai tyrimo objek-
tai yra taip vadinami Puazelio sprendiniai tiesiame cilindre ir Stokso, beieéNavj
Stokso lygiy sistemos cilindry sistemoje. Pirmiausia dagbedomas Puaze-
lio sprendinio egzistavimas ir vienatis Hiolderio eede. Tadarodomas peri-
odinis Stokso uzdavinio sprendinio egzistavimas swsinSobolevo erédse. Ir
galiausiai,jrodytas periodinio sprendinio Nae-Stokso uzdaviniui egzistavimas
svorinese Sobolevo erése. Svoria funkcija apiludina sprendiniy nykimo greitj,
kai |z|] — oo. Gauti rezultatai yra teoriniai, t&au gali huti pritaikyti sky<iy
dinamikos praktiniams uzdaviniampresti.
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Introduction

Topicality of the problem

The research area of this work is the analysis of time periodic Navier—Stokes
equations in domains with cylindrical outlets to infinity. In this thesis the exis-
tence and uniqueness of the non-stationary Poiseuille solution to the Navier—Stokes
equations is proved. Time periodic problems for Stokes and Navier—Stokes equa-
tions are studied in domains with cylindrical outlets to infinity. The existence of
the solutions to these problems is proved in weighted function spaces.

Actuality

Mathematical models of fluid dynamics are systems of linear and nonlinear
partial differential equations, known as Navier—Stokes equations. The rigorous
mathematical analysis of Navier-Stokes equations started at the beginning of the
XX century from works of the famous French mathematician J. Leray. This analy-
sis consists of studies concerning the correct formulations of initial boundary value
problems for Navier-Stokes equations, proofs of the existence and uniqueness of
solutions in different functional spaces, investigation of solutions regularity, con-
struction of asymptotics, etc. Such questions have been studied in many papers
and monographs [16], [27], [85].



2 INTRODUCTION

The existence theory developed in literature mainly deals with the flows of vis-
cous incompressible fluids in domains with compact boundaries (i. e. in bounded
and exterior domains). Although some of these results do not depend on the shape
of the boundary, many problems of scientific and practical interest (e. g. wa-
ter or petroleum flow in pipes system or blood flow in veins) related to flows of
viscous incompressible fluid in domains with noncompact boundaries were un-
solved. Therefore, it is not surprising that during the last 30 years the special
attention was given to problems in unbounded domains. However, during this time
only stationary problems were exhaustively investigated, while not much is known
about the non-stationary ones. Even the existence of a non-stationary analog of
the Poiseuille flow in a straight cylinder was not proved (the stationary Poiseuille
solution was constructed as far back as in XIX century). In this thesis we prove the
existence of the non-stationary Poiseuille solution in a straight cylinder and study
the time—periodic solutions of Stokes and Navier—Stokes equations in a domains
with cylindrical outlets to infinity (i. e. in a system of pipes).

Aims and problems

The main aim of the dissertation is the analysis of the time periodic Navier-
Stokes equations in domains with cylindrical outlets to infinity. To achieve this
goal, we have to solve following problems:

1. To investigate the existence and unigueness questions for the Poiseuille
flow of an incompressible viscous fluid in an infinite cylinder.

2. To investigate the existence and uniqueness questions of a time periodic
Stokes problem with cylindrical outlets to infinity.

3. To investigate the existence questions of a time periodic Navier-Stokes
problem for two and three dimensional domains with cylindrical outlets to infinity.

Novelty

All results obtained in the dissertation are new. The existence of the non-
stationary Poiseuille solution in Holder spaces was not know before. The time
periodic solutions to Stokes and Navier—Stokes equations in domains with cylin-
drical outlets to infinity are investigated for the first time.
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Defended propositions

1. The existence and uniqueness of solutions for the Poiseuille flow of a in-
compressible viscous fluid in an infinite cylinder is proved.

2. The existence and uniqueness of solutions for time periodic Stokes problem
with cylindrical outlets to infinity is proved.

3. The existence of solutions for time periodic Navier-Stokes problem in do-
mains with cylindrical outlets to infinity is proved.

History of the problem

The solvability of boundary and initial boundary value problems for Navier-
Stokes equations is one of the most important questions in mathematical hydro-
dynamics. It has been studied in many papers and monographs (e. g. [16], [27],
[85]). The existence theory developed there deals mainly with flows of viscous
fluids in domains with compact boundaries (i. e., bounded and and exterior do-
mains). Although some of these results do not depend on the shape of the bound-
ary, many problems of scientific and practical interest related to flows of viscous
incompressible fluid in domains with noncompact boundaries have remained un-
solved. Therefore, it is not surprising that during the last 30 years special attention
has been given to problems in such domains. J. Heywood has drawn attention to
the question of correct formulation of boundary value problems for Navier-Stokes
equations in domains with noncompact boundaries. In 1976 he demonstrated [20]
that in domains with noncompact boundaries the motion of a viscous fluid is not
always uniquely determined by the applied external forces and usual initial and
boundary conditions. Moreover, certain physically important quantities (such as
fluxes of the velocity field or limiting values of the pressure at infinity) have to be
prescribed additionally.

After the publication of J. Heywood’s paper the theory of Navier-Stokes equa-
tions in domains with noncompact boundaries received a great impulse in a row
of papers. Such problems were investigated in a wide class of domains having
“outlets” to infinity. First, it was proved in [24], [29], [30], [76], [82] that looking
for solutions with a finite Dirichlet integral it is necessary to prescribe additional
conditions (fluxes over the sections of outlets to infinity or pressure drops) in all
“wide” outlets which grow at infinity “sufficiently rapidly”. The weak solvability
of the steady Navier-Stokes problem was proved in the above mentioned papers for
arbitrary data. For the three-dimensional time-dependent Navier-Stokes problem
unique solvability is obtained only for small data.
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The next step in the evolution of the mathematical theory of viscous incom-
pressible fluids in domains with outlets to infinity was to consider natural physical
problems with prescribed fluxes in “narrow” outlets to infinity also (for example
in pipes). However, since any divergence-free vector-field with a finite Dirichlet
integral necessarily has zero fluxes over the sections of “narrow” outlets to infinity,
the usual energy estimate method becomes insufficient in this case. The Navier-
Stokes problem with additionally prescribed fluxes in “narrow” outlets to infinity
has to be studied in a class of functions having infinite Dirichlet integrals. The
basic results concerning such problems were obtained by O. A. Ladyzhenskaya
and V. A. Solonnikov [28]. In this paper a special technique of integral estimates
(the so called “techniques of Saint-Venant’s principle”) is developed and the exis-
tence of solutions having an infinite Dirichlet integral was proved. This result is
obtained without any restrictions on data, assuming as the only necessary compat-
ibility condition that the total flux is equal to zero. In particular, the solvability
of the steady Navier-Stokes problem is proved for arbitrary data in domains with
cylindrical outlets to infinity and it is shown that for sufficiently small fluxes this
solution is unique and tends exponentially (as— oo) in each cylinder to the
corresponding Poiseuille flow. Notice that for domains with two cylindrical out-
lets to infinity the steady Navier-Stokes problem with prescribed Huxas also
been studied by C. J. Amick [3] where a solution approaching the Poiseuille flow
as|z| — oo is constructed for smallF’|. In [49], similar results were obtained in
domains with “layer-like” outlets to infinity.

The time-dependent Navier-Stokes system in domains with outlets to infinity
is much less studied. In [31], [77], [80], [81] the existence of solutions with pre-
scribed fluxes is proved. These solutions have a finite or infinite energy integral,
dependent on the geometry of the outlets to infinity. In particular, if the outlets
are cylindrical and the energy integral is infinite, then the time-dependent Navier-
Stokes problem is proved in [31], [77], [80], [81] either for small data or for small
time intervals.

In [77], [80], [81], V. A. Solonnikov studied both steady and time-dependent
Navier-Stokes problems in a very general class of domains with outlets to infinity.
He developed an axiomatic approach for such problems without making assump-
tions abaut the shape of the outlets and imposing only certain general restrictions.
The function spaces used there are also very general. Many papers were devoted
to the investigation of related questions, such as regularity, asymptotic behavior
and uniqueness of solutions to the steady Stokes and Navier-Stokes problems in
noncompact domains. It is evident that the behavior of solutions to the Navier-
Stokes problem as:| — oo strongly depends on the geometry of outlets to infin-
ity. Therefore, studying the properties of solutions to the Navier-Stokes problem



Approbation 5

in such domains it is convenient to study the problem in weighted function spaces
which reflect the decay properties of solutions|as — oco. We mention pa-

pers [37], [54]-[56], where steady Stokes and Navier-Stokes problems are studied
in weighted function spaces assuming the “parabolic-like” structure of the out-
lets to infinity. Likewise in papers [39], [40], [42], [58], [72] where asymptotics
properties of solutions to steady Stokes and Navier-Stokes problems are studied
in domains with outlets to infinity coinciding for larde| with an infinite layer.

In papers [9]-[11], [17], [35], [43], [73], [12]-[15], analogous questions were
studied for the aperture domain and the domain having sector-like outlets to infin-
ity. Finally, we mention papers [1], [23], [36], [38], [50]-[52], [68], [69], [79],
where certain existence theorems for regular solutions are proved in domains with
strip-like outlets to infinity and in domains with outlets having periodically vary-
ing sections. For two-dimensional domains with outlets to infinity, more general
results concerning the pointwise decay and asymptotic properties of the solutions
are obtained in [4]-[5].

Navier-Stokes problems in cylindrical outlets to infinity with the usual initial
condition were studied in [66]. However, the time periodic problems of these
equations, which are very important to practical applications, have not yet been
studied in domains with cylindrical outlets to infinity.

Approbation

The results of the dissertation were published in the followings periodical sci-
entific papers:

¢ KEBLIKAS, V.; PILECKAS, K. On the existence of non-stationary Poiseuille
solution,Siberian Math. J.2005, 46(3), p. 514-526.

e KEBLIKAS, V. On the time-periodic problem for the Stokes system in do-
mains with cylindrical outlets to infinitylithuanian Math. J. 2007, 47(2), p.
147-163.

The results of the dissertation were presented at:

¢ 9t" International conference on mathematical modelling and analysis, Latvia,
Jurmala, 2004.

e 10" International conference on mathematical modelling and analysis,
Lithuania, Trakai, 2005.

Contributing talks were given at the seminars at Institute of Mathematics and
Informatics and Vilnius Gediminas Technical University.



6 INTRODUCTION

Structure of the dissertation

The dissertation consist of an introduction, five chapters, conclusions and the
bibliography.

e In the first chapter, the necessary function spaces are defined and certain known
auxiliary results are formulated.

e In the second chapter, we study a non-stationary Poiseuille solution. Poiseuille
flow is an exact solution of the steady Navier-Stokes system in an infinite straight
pipe of constant cross-sectionand has the prescribed flux overo. Moreover,

it is natural to study time dependent analog of Leray’s problem. However, in this
case there already appears to be a problem with the definition of time dependent
Poiseuille flow. In prescribing the fluk(t), we have to solve fol/ (z/,t) andq(¢)

more complicated nonstandard inverse parabolic problem. The theory of inverse
problems for the parabolic equations was studied by many authors [44]-[46]. Nev-
ertheless, we failed to find in the literature any result concerning the solvability of
our problem. The analogical inverse periodic Poiseuille flow problem was solved
in [8], [19].

e In the third chapter, we study the time periodic problem for the Stokes system in
domains with cylindrical outlets to infinity.

¢ In the forth chapter, we study the two dimensional time periodic Navier—Stokes
problem. Here, it was proved that at least one solution in weighted Sobolev spaces
exists. However, it's existence was proved only if some of the data is small enough.
The analogical problem with the usual initial conditions was proved without any
small data in [64], [66]. Time periodic Navier-Stokes problems previously was
studied in many papers (e. g. [21], [26], [74], [84], [86]). But we could not find
there any method for solving our problem without smallness of the data.

¢ In the fifth chapter, we study the three-dimensional time periodic Navier-Stokes
problem. The solvability in weighted Sobolev norms was obtained, of course, for
all small data (including external force).



Function spaces and auxiliary
results

In this chapter we introduce function spaces which are used in the thesis
and formulate certain embedding theorems and multiplicative inequalities that are
important for further considerations. In particular, we define weighted function
spaces in domains with cylindrical outlets to infinity, where the weight-function
regulates the behavior of elements of these spacksg as .

1.1 Function spaces and main notations

By c,cj,j = 1,2,..., etc., we denote different constants whose possible de-
pendence of parametets, ..., a,, Will be specified whenever it is necessary. In
such a case, we shall write= c(ay, ..., a,).

Let V be a Banach space. The norm of an elemantthe function spac¥’ is
denoted byj|u; V||. Vector-valued functions are denoted by bold letters, however
the spaces of scalar and vector-valued functions are not distinguished in notations.
The vector-valued function = (uy, ..., u, ) belongs to the spadé, if u; € Vi =

n
1L,...n,and|w; V| = 3 Jlui; V).
=1

Let G be an arbitrary domain iR, n > 1, with the boundaryG. We shall
use the following notations:
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e (C°°(G) is the set of all infinitely many times differentiable @functions;
e (C§°(G) is the subset of functions fro@*°(G) with compact supports ity;

. Wé(G),l > 0,q € [1,00), is the Sobolev space of functions with the finite
norm:
lus Wy(@)| = > [1D%us; Ly (G)
o<t
Hlel

o —
whereD$ = G0 2,0002,0% 25" la| = a1 + ag + as.

. VQVé(G) is the closure of§°(G) in the norm||- ; WA(G)]|.

o Ly(G) =W(G).
e L. (G) is a space of all real Lebesgue measurable functions defin@dnith
the finite norm:

[u; Loo (G )H—esssup\U( )| < oo
z€G

e C!Y(G) (Iis an integer) is a Banach space of functiaiis) for which D%u(x)
is bounded and uniformly continuous@for all 0 < |a| < I. The norm inC!(G)
is defined by the formula:

lu; CH(@)|| = Z sup [D%u(
‘a|0xEG

o C(G) (6 € (0,1)) is the subspace af*(G) consisting of functions whose
derivatives up to the orddrare Holder continuous i6'. C'*9(G) is a Banach
space with the finite norm:

D%u D%u(y
Ju: @] = s €@ + 3 sup P =D,
|a‘lxy€G Y

Consider now functions dependent on the space varialldeZ and the time
€ (0,7).

. WQQZ’Z(G x (0,7)),1 > 01is an integer, is a Hilbert space of functions that have

generalized derivative®; D¢ with everyr and« such thatr + |« < 21. The
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norm inW2"/(G x (0,T)) is defined by the formula:

. 2L, _ A r r o 2 2
w2 x om) =3 3 //]Dthu(x,t)] dedt|

j=0 27‘+‘Oz| 0 G

e Wy'(G x (0,T)) andW,°(G x (0,T)) are spaces of functions with finite
norms:

T 1/2
s WAL (G x (0,T)) | = ( / / <|ut<x,t>\2+|u<m,t>|2+|Vu<x,t>|2>dxdt>
0 G

and

T 1/2
Ju; Wy (G x (0,T))]| = (//(|u(:c,t)\2+ |Vu(:z:,t)|2)dxdt> .
0 G

o Wy (Gx(0,T))andW, (G x (0, T)) are subspaces &F," (G x (0,T)) and
W, %(G x (0,T)) consisting of functions satisfying the conditiatz, t)|5¢ = 0.

o CUFIH(G % [0,T)),1 > 0is an integery € (0,1/2), is the Holder space of
continuous functions having i x [0, T'] continuous derivative®< with respect

to x up to order2/ and continuous derivativel; with respect ta up to the order

1. The norm inC2+2%149 (G x [0, T7) is defined by

2l

lu; CH2(G < (0, 7)) = Y sup  [Dgulx,t)
|alzoz€G,t€[0,T}

l
D%u(z,t) — DSu(y,t
+ Z sup | Dju(z,t)| + Z sup [Dzule,t) zg (v, )]
Oxeé,te[O,T] |a‘:2l (I,y)Eé,tG[O,T} ‘J; N y’
|t — s]°

Ir|=

£
"2 weCL(t)e[0.1]
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LetQ Cc R™, (n = 2, 3) be a domain with/ cylindrical outlets to infinity:

=Q<0>U(L:JlQ

i. e., outside the sphete| = r( the domainf2 splits into.J disjoint components
Q; (outlets to infinity) which in some coordinate systemi® are given by the
relations

Q; = {z) e R": 2 e aj, 29 >0}, j=1,..,J, (1.1)

wherez®' = (2 2§y forn = 3, 21" = 2{) for n = 2 ando; ¢ R
is a bounded domam i. e. for(J > 0 outlets to infinity coincide with infinite

pipesIl; = {z) e R: 20) € ¢j, —o00 < 2! < 00} (if n = 2, the outlets;
coincide with infinite strips and cross-sectiens= (0, »;) are bounded mtervals).
We introduce the following notations:

Qjp ={xeQ;: xT(Zj) <k}, wit = \ Y, j=1,...,J,

ajk = wjk-1 Ywjr Uwjgy1, 1=1,..J, (1.2)

Quy = Qo) U (Uﬂjk) ZQ\<QQj)7

wherek > 0 is an integer.

DenoteB = (61, ...,4;) and letEg (z) = Eg,(x G )) be smooth monotone
weight-functions irf2; such that

Egj (x) >0, a1 < E_ﬁj (l‘)Eﬁj (x) <ag Vx € Qj, Egj (0) =1, (1.31)

blEﬁj (k) < Egj (x) < szgj (k:), Vx € Wik, (1.32)
|VEg (v)| < b3y« Ep,(z), Vo € Qy, (1.33)
lim Eg, (z) = oo, if 8>0, (1.34)

where the constants, as, b1, bo, b are independent df andbs is independent of
Bj. Simple examples of such weight-functions are

Eﬁj (.’E) = (1 + 5‘1';’])’2)51 and Eﬁj (J;) = eXp(2ﬁj$$Lj)).

Note that the inequalityl.33) holds for the first weight-function with,. = |5;|9,
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and for the second one with. = |3;|. Below, in proofs of solvability for Navier-
Stokes system, we neeg to be “sufficiently small”. For the exponential weight-
function Eg, (7) = exp(Qﬂj ) this is the case, if we assume tha| is suffi-

ciently small. In the case of the power weight-functip, () = (1 + 6\30” 2)Pi
this assumption could be satisfied taking sufficiently smahd there are no re-
strictions ong;.

Set
1, x € Q(O),

Eg(x) = (1.4)
E/gj(x%j)), S Qj, j=1..,J

Let us introduce weighted function spaces:

e C5°(Q) is the set of all functions fron>° () that are equal to zero for large
|z| (not necessary od?).

o Wéﬂ(Q), | > 0, is the space of functions obtained as the closur€pf2) in
the norm:

l

1/2
lu; Wh, ()| = ( > /Eﬁ(x)IDO‘U(w)Fdfr) :

la]=0 o
o Wy 5(Q) = L25(9Q).

o WY5(Qx(0,T)) (I > 0is aninteger)W, 5(2 x (0,T)) andW, 5(Q2 x (0,T))

are the spaces of functions obtained as closures of the set of all infinitely many
times differentiable with respect to andt¢ functions, that are equal to zero for
large|z|, in the norms

lus Wi (92 x (0,7))[| = Z > //E )| Dy D2u(z, t)|2dzd /2
u; = s(2)|Dy Diu(z, t)[*dzdt |

J=02r+|al=5 3

T 1/2
s WA (0, T))]| = (//E,@(x)(|ut(x,t)\2+|u(x,t)]2+|Vu(x,t)|2)dxdt>
0 Q
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and

T

1/2
lu; Wy (7)) (//Eg (Ju(z, t)]* + |Vu(z, t)] )d:cdt) :
0

respectively.

Note that, if3; > 0, the weight-indiceg3; shows a decay rate of elements
u € W} 5(Q) and their derivatives gs| — oo, = € Q;.

We will need also a “step” weight-function

1, 2z € Q(O),
Eg (29)), 2 € Qip, j=1,...,J,
E(ﬁk)@:) _ ) Bg(@d), w e Qg , (1.5)

Eﬁj(k‘), T < Q\ij, j=1,..J.

It is easy to see tha‘f(k)( ) = Eg(z) forz € Q,

VER (@)] < by B (@), (L6)

and, if 3; > 0, then
EY)(z) < Bg (), VzeQ.

Moreover, by definition

0, I=1,...,n, ¢ € Q(O),

0, I=1,....,n, =€ Q\Q,

- xTr) =
oa?) s 0, I=1,.on—1, 1€ Q,j=1,...,J,

0

——Eg(x), l=n, € Q,j=1,....,J.
axl(]) f ’
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Thus,

J
vEY (@) c | . (1.7)
j=1

Remark. The general weight functiongg(x) and the corresponding weighted
spaces first were introduced by K. Pileckas in [65]-[67].

1.2 Auxiliary results

In this section we collect known results which will be used below.

Lemma 1.1.1f u € W3"'(G x (0,T)) then Dy D2u(x, t) With 2r + |o| < 21 — 1
belongs to the spadd’Z " ~!*/=1(@) and there holds the inequality

r « 21—-2r—|al|—1 s
1D} DSu(-, t); W2 PN @) < ellus WEH(G x (0,T))],  (1.8)

where the constantis independent of € [0, T'].

Lemma 1.2. LetG C R? be a bounded domain. For anyc W, (G) holds the
multiplicative inequality

lus La(G) || < ellus W3 (G)||?||us L2 (G2 (1.9)

Lemma 1.3. LetG C R? be a bounded domain. For anyc W} (G) holds the
multiplicative inequality

lus Ls(G)|| < ellus Wy (G)||'/?||u; La(G) ||/, (1.10)
If u € W2(G), then the following multiplicative inequality
145 Loo (G| < el Vu; Le(G)| /2 [|us L (G2

< of|Vus Wa (G| |lu; W3 (G) ||/ (1.11)
is valid. The constants in (1.10), (1.11) depend only-on
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Lemma 1.4. LetG C R? be a bounded domaiff; < co. Then the embedding
operator] : W} (G x (0,T)) — L4(G x (0,T)) is compact.

Proofs of Lemmas 2.1-2.4 could be found in [2] and [27] books.

Lemma 1.5. LetG C R? be a bounded domaifi; < oo and let{u,(z,t)} be a
weakly convergent in the spa(ziéf’l(G x (0,7")) sequence of functions. Then

T
/ IVt (-, ) = Vum(-,); La(G)|*dt — 0, as n,m — 0.
0

Let 2 be a domain with cylindrical outlets to infinity (see section 1).

Lemma 1.6. For any functionu € W%yﬁ(Q) which is equal to zero oA holds
the following weighted Poincaré inequality

/Eg(w)|u(w)|2dx < C/Eg(w)|Vu(a:)|2dx. (1.12)
Q Q

Note, that if we take in (1.123 = 0, we get usual Poincaré inequality

/|u(a;)|2dx§co/]Vu(m)2d:c.
Q

Q
Lemma 1.7.Letu(-,t) € W}(Q), w(-,t) € Ly(Q), divu(z, t) = 0, V¢ € [0,T],

/u(x,t) ‘n(z)ds=0, j=1,..,J.

93

Then there exists a vector-fieW ®) (-, t) € Wi(Q) with WP (., 1) € W2(Q)
J _
such thasupp, W) (z,1) ¢ |J Q;; and
=1

divwW® (2, 1) = ~div(EY (z)u(z, 1)).
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There holds the estimates

/Ek \VWk)(a:th:c<ny*/ z)u(z,t)>dx
Q
<c7*/E ()| Vu® (2, 1) 2da, (1.13)

/E ) (@) VW (2, 1) 2dz < ey, /Eg“) (@)ul® (2, 0)2de.  (1.14)
Q
Moreover, ifu(x, t) is time periodic with a period’, i. e. u(z,0) = u(z,T), then
alsoW *) (z, t) is time periodic with the same period. The constantd ih3) and
(1.14) are independent of k ande [0, T').

Let G be a bounded domain iR™,n = 2,3. Consider inG the following
problem:
divW (z,t) = g(x,1),
(1.15)
W(x7t)|aG =0
assuming that
/g(m,t)dm =0, Vtel0,T]. (1.16)
G

Lemma 1.8. Let G C R™ be a bounded domain with the Lipschitz boundary
OG. If g(-,t) € WE(G), g:(-,t) € Ly(G) and (1.16) holds7t € [0, 7], then
problem (1.15) admits at least one soluti®(-,¢) € W2(G) with W, (-, t) €

W1 (G).There holds the estimates

W0 W3 (G < llg( 1) Wa (G)]], (1.17)
VWi (- 1); La(G)| < ellge(-,); La(G)]|- (1.18)

with a constant c independent gfz, t) andt € [0, 7.

Lemmas 2.5-2.8 are proved in [66].






Non-stationary Poiseuille solution

2.1 Formulation of the problem

In this chapter we study the initial-boundary value problem for the non-stationary
Navier-Stokes system in an infinite cylindr = {z € R3 : 2/ = (z1,22) €
o,x3 € R}:

u(x,t) — vAu(z,t) + (u(z,t) - Vu(z,t)) + Vp(x,t) =0,
divu(z,t) =0,

(2.1)
u(z,t) =0,

u(x,0)lon = a().
We look for a solution of problem (2.1) having a prescribed time-dependent flux
F(t) through the cross-sectian

/ ug(z’,t) da’ = F(t). (2.2)

[

We assume that the initial data has the fatma= (0, 0, a3), whereas = as(z’)
does not depend ary. Finally, we suppose that there holds the necessary compat-

17
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ibility condition
/ as(x') ' = F(0). (2.3)
We look for the solutior{u(z, t), p(x, t)) of problem (2.1), (2.2) in the form

u(z,t) = (0, 0, v(2', 1)), p(z,t) = —q(t)xs + po(t), (2.4)

wherepy(t) is an arbitrary function of.

Definition. The solution of the problem (2.1), (2.2) having the form (2.4) is called
a Poiseuille solution.

Substituting (2.4) into (2.1), we get fofz’, t) andg(t) the following initial-
boundary value problem for the heat equation

v (' t) — vA'v(2 t) = q(t),
v(a',t) =0, (2.5)

v(2’,0) = az(a'),

whereA’ denotes the Laplace operator with respect to variabdles (x4, x2).

The right-hand sidg(¢) of equation (2.5) is not given; it has to be determined so
that the solution(2/, t) of (2.5) satisfies flux condition (2.2), i. e.,

/ v(2',t)dx’ = F(t). (2.6)

o

Thus, we arrive at the following inverse problem:

Givenas(z') and F'(t), find a pair of functiongv(z/,t), ¢(t)), satisfying the
initial-boundary value probleni2.5) and the integral conditior2.6).

Note that the the existence of the stationary Poiseuille solution is well known
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[33]. It solves the stationary Navier-Stokes system

—vAu(z) + (u(z) - Vu(x)) + Vp =0,
divu(z) =0,
u(z)laq =0, 27
fU3 Ydx =
in the cylinderIl and has the form:
urp(z) = (0,0,qrv(2')), pr(z) = —vqres + po, (2.8)

wherepy —is an arbitrary constant, andx’) is the solution of the Dirichlet bound-
ary value problem for the Poisson equation

—vA'v(2') =1,
(2.9)
U(:U/)‘@a =0.

/ x—y/|V' N2da' := ko > 0,

the constant]F could be chosen so that the Poiseuille solution satisfies the flux
condltlonf Yda' = F,i. e.qr = Fry*.

Since

In the stationary case the constamt defining the pressure drop is propor-
tional to the fluxF'. So the stationary problem with the prescribed pressure drop
is equivalent to the one with the prescribed flux. In contrast, for the non-stationary
case the functiorg(¢) defining the pressure drop is determined as a solution to
inverse problem (2.5), (2.6). Thus, the non-stationary case the problem with a
given pressure drop(t) is not equivalent to one with a given fluX(¢). Anal-
ogously, could be considered the Poiseuille solution in a two-dimensional strip
II = {x = (z1,22), z1 € (0,h), z2 € R}. In this case we suppose that the
initial data has the form = (0, a2(z1)) and the flux condition is:

h
/UQ 1'1, dml F(t),
0
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wherea(z’) and F'(t) satisfy the compatibility condition:

h
/ag(xl)dxl = F(O)
0

The corresponding non-stationary Poiseuille soluferp) has the form
u(z,t) = (0,v(z1,1)), p(z,t) =—q(t)z2 +po(t),
wherev(z1,t) andq(t) satisfy the inverse problem

( 0%v(xy,t
ve(21, 1) —Vva(;;l)
1

=q(t),

v(0,t) = v(h,t) =0,
(2.10)

v(z1,0) = ag(x1),

Ofv(:m, t)dzy = F(t).

2.2 Construction of an approximate solution

Let us consider i x (0,T) the inverse problem
ve(a!,t) — vAv(a/,t) = q(t),
v(@' )]s = 0,

v(2’,0) = a(z’), (2.11)

Jv(@, t)da’ = F(t),

(e

[ a(z")dz’ = F(0).

o

We shall study problem (2.11) in Holder spaces. First, we consider problem (2.11)
with a(2’,t) = 0.
Denote byu(z') and \; the eigenfunctions and eigenvalues of the Laplace
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operator in the Sobolev spa&iézl(a):

{ —vA"ug(2") = Apug(2'),
(2.12)

ug(z)]ge = 0.

It is well known (see, for example [6]) that, (z’) are orthonormal id, (o), i. €.,

/uk(:z:’)ul(:r’)dx’ = 5kla

(o

wheredy,; is Kronecker symbol. Moreovel; Vuy (z)Vu(z)ds’ = Agd. Note

that\r > 0 and{\z} — oo ask — oc.

The constant function 1 can be decomposed into the Fourier series:

1= Zﬁkﬂ,k(l‘l),
k=1

wherefy = [ug(z')d2',k =1,2,...,and Y. 32 = |o|. We look for an approx-
o k=1
imate solution(v(), ¢(N)) of the problem (2.11) in the form

N

oM (2! t) = Zw,(CN) (t)ug(z"). (2.13)
k=1

Inserting (2.13) into (2.11), for function@,iN)(t) we get ordinary differential

equations:
w7 (0) + Mo (1) = Brg ™ (@),

?rg/-\
32
—~
=
I
X[
-
(= \ -
¢}
i
=
|
>
-
-
|
2
=
QA
3
3
U
R
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Thus, we get that
N t
oM (! 1) = Zﬁk(/exl)(_)\k(t —7))g"™M(7) dT) ug(z’).  (2.14)
k=1 o

Now we choose the functiogt’V)(¢) in order to satisfy the condition

/ oM (2 t)da’ = F(t), Vte (0,T). (2.15)

Inserting (2.14) into (2.15), we obtain the equality

N

/U(N)(l‘/, t)dx' = Zﬁk / exp(—Ag(t — T))q(N) (1) dr
0

SR
e
ol
H\
S~—
a
H\

Il

=
-
\.\/

which is equivalent to the Volterra integral equation of the first kind for the function

g™ (¢):
t

N
> s / exp(=Ap(t — 7)™ (7) dr = F(2). (2.16)

k=1

Suppose that the derivative 61t) exists. Differentiating (2.16), we deduce that

1 & /
A0 - 3" 8w [ealt =) dr =), (217)
0

V4
N =1

N
wheresey = Y 37 andp™) (1) = F'(t)/n. This is a Volterra equation of the

k=1
second kind with the kernel

N
KWMN(t,7) = PINe Zﬁz)\k exp(—=Ag(t —7)).
k=1

The solvability of such equations is well known; see [34] for instance. However,
it is not possible to pass to the limit & — oo directly in (2.17), since the series
sl S B2 that defines the limit kerngk () (¢, ¢) att = 7 diverges.

k=1
We will prove below that under natural compatibility conditions the sequence

{(vM (&, 1), ¢™M(t))} converges ad/ — oo in the formC2:+25: 143 (9 x (0, T)) x
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C'*9(0,T) to a solution(v(z', t), ¢(t)) of problem (2.11).

2.3 Uniform estimates for the solution to integral
equation (2.17)

In this section we prove uniform estimates in the Holder space for the solu-
tion ¢!™)(¢) of the integral equation (2.17). Consider first the auxiliary integral
equation

exp(=e(t — 7)) N (7)) dr = g(1). (2.18)

-3

2
—~
o~
S~—

|

|~
o
>~
ol

O\_,w

Note that differently from (2.17), the sum in (2.18) starts froms 2.

Lemma 2.1.Suppose thag € C°(0,T) andg(0) = 0. Then there exists a unique
solution f(N) € C%(0, T) to (2.18). Moreover,f V) (0) = 0 and

M @) < ZX sup |g(r)], Vte[0,T], (2.19)
1 7€[0,T)
1FN; co0,7)| < 2%!19; co(0, ). (2.20)
1
Proof. Put
) = g(t),...,
1 Y /
(N) gy _ _+ 2 . . (N)
0 = 20> A / exp(-u(t = )N () dr...
@) =3 fM). (2.21)
n=1
Then

1M @) < sup Jg(r)],
T7€[0,t]

N

t
001 < S sup Jg(n)| S 5 [ exp(-hult - ) dr <
0

N refoyf] k=2
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N
1
< — sup |g(n)| Y B~ exp(~ M) < X sup (7)), ...,
XN re(0,] o #N Te(0,t]

01 (2) s lg(o)
N

T€[0,t]
N _ .
whereyy = Y 32 = »y — 7. Sinceyn/»n < 1, the series (2.21) that

k=2
determines a solution to (2.18) converges absolutely and uniformly on the interval
t € [0, T]. Moreover,

I < sup |g(r |z<”ﬂv> _

T€[0,t]
XN
= ——— sup [g(7)| = sup [g(7)l,
XN — N r€lo,t] 51 T€[0,1]

and (2.18) implies thaf(™) (0) = 0.
Estimate nowf™)(¢) in the Holder norm. Sincg'") (0) = 0, we have

t+h

N+ B~ £ = ‘%Zﬁm / exp(~ At + = ) ) (r)dr—

N

=3 0 [ exp(-hutt — )N dr
0

<

N 1=

1 Y /
+ZﬁkAk/exp( Me(t+h =) M) = £ 0 dr, n=12,....

N = 5

Estimating the right-hand sides here, we find that
567+ 1) = £5 (0] = gt +h) = 9] < B lg: (0, 7)),

AV m) = 10 < 20°)g; 0, T
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AN+ h) = @) < 20°|lg; C°(0,T))] (Z{N)
N

v

fT(LN) (t). The lemma

forall v¢,t + h € [0,T]. Hence,

2

1Y (0,7 < 2]g: C“(O,T)H(V

2

13

and consequently, the estimate (2.20) holdsféP () =

I
—

n

is proved.

Define now an operatoBy on the spac€?(0,7) = {®(t) € C%(0,T) :
®(0) = 0} by the formula

1 & /
BN®(t) = ()~ >~ B\ [ exp(-Au(t — 1)2(r)

Lemma 2.1 implies that there exists a bounded inverse operator
By': C%0,T) — C%(0,T) and that

IByY: C2(0,T) — C%(0,T)|| < 2%. (2.22)
1
In addition, .
By'g(t)] < =5 sup [g(r)]. (2.23)
51 T€[0,t]

Consider the full equation (2.17), rewriting it in the form
1 t
Bua ™) = N [exp(-Ault - )a™(r)dr oM. (220
0

Introducing the notatiog™) = Byg¢™) and¢™) = By'gn, we obtain from
(2.24) the integral equation

g M(t) = S0 [ exp(-d(t = M)(BRIM)(r) dr = o M(e). - (229
0

Lemma 2.2.Let o) (¢) € C%(0,T). Then there exists a unique solutighl’) €
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C%(0,T) to (2.25) satisfying the estimates

g™ (#)| < exp(Mit) sup |™(7)], (2.26)
T€[0,t]
lg™);C20,T)| < cexp@MT)||e™); C2(0,T)). (2.27)
Proof. Put

Z gM(t (2.28)

where v

g™ (1) = eM(1),
aM(t) = —M exp(=\i(t — 7)) (By'gs")(7)dr,... |

g1 () = JjNﬁ%Al exp(~ A1 (t — 7)) (Bitg®™)(r) dr, ...

/
/

Using (2.23), we infer by induction that
1 7€[0,t]

t
Py 1
\g§N)(t)! < —JQV sup \w(N)(T)’5%)\1/QXP<_/\1(t_T))dTS
E )

< A\t sup |<p(N)(T)|,... ,
T€[0,t]

t
PO —ﬁ%Al / exp(—Au(t = 7)) Z sup (gt (5)]dr <

1 s€[0,t]
A +1 ! )\ +1
n t n
< 1' sup \gp |/T"d7'— sup |<p(N)(T)],....
N eat / ”+1) (0,4
Thus,
Z| ® < sup 16> A" oning sup [0 (229
95 p o T = ep(t) swp o :

T€[0,t] n—0 : T€[0,t]
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and hence series (2.28), determining the solution to integral equation (2.25) con-
verges absolutely and uniformly on each finite intef@all’]. Moreover,

9™ (0] < exp(Ait) sup [p)(7)] < exp(MT) sup [p(B)].  (2.30)
T€[0,t] t€(0,t]

Using (2.22), itis easy to show that for the differeng€’) (t +h) — (™) (#)| holds
the inequality

9N+ 1) = gM(0)] < eh® expT)llg™; CO0.T), Vi t+h €0, T).
Thereforeg™) € C%(0, T) and (2.27) holds. The lemma is proved.

Lemma 2.3. Let ™) € C%(0,T). Then there exists a unique solutigh) ¢
C%(0,T) to (2.17) and

g™ ()] < ZX exp(t) sup ™ (7)], (2.31)
ﬂl T€[0,t]
lg™; C3(0, )| < cexp@MT)|™; C3(0,T)]. (2.32)

To prove this lemma it suffices to tak€") = B ¢!™) and to apply (2.22),
(2.23), (2.26), (2.27).

Denote byC*+9(0, T') the subspace of all functions &'9(0, T'), satisfying
the conditions

d d!
h(0) =0, —h(0)=0, ... —
() ) () ? ? dtl

5 h(0) = 0. (2.33)

Lemma 2.4. Let ™) € C'+9(0,T),1 > 0. Then there exists a unique solution
q™) e C"9(0,T) to (2.17) and

s

d® » d
= 4V) N = ,WV)

g ()] < exp(A1t) sup (T
dts ()‘ 3% ( 1 )Te(oyt) dTS ( )

. s=0,...,1, (2.34)

l¢™): (0,7 < cexp@MDIp™; O (0,1)]. (2.35)
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Proof. Differentiating (2.17) we find that,

1 N
) t) — — E 23\ (N)
) N kﬂﬂk kq

- Zﬂm / e Melt = 7)a ™) dr = o),

Integrating by parts in the third term and using the condigidf (0) = ™) (0) =
0, we rewrite this equation as

Mz

t
B / exp(=Ak(t = 7))g™ (1) dr = o™V (1).
N k=1 0

Thus, for¢V(t) we obtain an equation analogous to (2.17). Sipt¥(t)

CH9(0,T), i. e. s—go(N)(O) =0,5=0,...,l, the derlvatlvesc%q(N)( t),s =

1,...,1, satisfy (2.17) with the right-hand side equaljecp . Lemma 2.3

implies that%q(m( t) € C'9(0,T), and because of (2.31) and (2.32), the esti-
mates (2.34) and (2.35) holds. The lemma is proved.

2.4 Existence of a solution to problem (2.11)

Let us prove first that the sequengé’) (¢) converges in the norm of the space
C9(0,T).

Lemma 2.5. If F(t) € C*%9(0,T) with, I > 0 andd € (0,1), then the
sequenAce](N)(t) converges in the norm af’*9(0,7), and the limit function
q(t) € C"9(0, T) satisfies the inequalities

s+1
< exp A1t) sup ‘7FT , s=0,...,1, 2.36
dts ‘ 51 ( )TE[U,t] arori () (2.36)
lg; C°(0, T)|| < cexp2MT)||F; CHH(0, 7). (2.37)

Proof. It is easy to see that the differen@™ ") (¢t) = ¢(N+M)(t) — ¢(N)(¢)
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satisfies the relation

N t
oW Z / et =) QWM () dr =

k=1
N+M ¢
b S B [ exp(-hult - ) () dr
N+M S )

WD (@) — oM (@) = 0 (1) + I @) + L 8).
Since

lim oy = ;ﬁi =lol, ™(t) = F'(t) /=,

we find using (2.35) that

N
1
I Crl+5 O T < C‘ _ 7‘ 2 (N+M)’ Cl+5 O,T <
[ [ i PO 0.1)] <
1 1
= C‘ 7‘ > Brexp@M T[N o0, <
AN+M 1
1 1 / I+6
< c‘ ~ | exp@enT)|F'; CHO(0,T)| — o,
AN+M XN
N,M
| (0, 7)) <
N+M
< exp(2\T)||F'; C(0,T)| 62 -0,
¥N+M kZN:Jrl *
1 1
|E¥: 0, 1) = — | IF5C (0, 7) | o,
AN+M

asN, M — oo. Since the functio@-M)(t) is a solution to (2.17), by Lemma
2.4 (see the estimate (2.35)) we have

1QUAM; CH(0,T)|| <
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<255 epM D) (I + Y+ BE) €0, 7)) - 0
1

asN, M — oo. Thus,{¢" (¢)} is a Cauchy sequence @+9(0,7), and so there
exists a limit functiong(t) € C'*9(0,7). Estimates (2.36) and (2.37) fqtt)
follow from the corresponding estimates fgl (¢). The lemma is proved.

Now we shall prove the main result of the chapter.

Theorem 2.1.Letdo € CH+2+20 F(t) € C'*119(0, T) anda(x) € CH+2+2°(0,T)
with? > 0, § € (0, 1/2). Suppose the compatibility conditions of order 1

dm

(Ama(x/))‘ag = 0, dtim

F(0) = /Ama(a:’)dx, m=0,...,1+1, (2.38)

are valid. Then there exists a unique solution
(v(a',1),q(t)) € CHH2HE (55 (0, 7)) x C°(0,T)
to problem(2.11), and

lv; CEH2EEE0 (0, T) | + |lg; CHH(0,T)|| < e(T) || F; G140, 7).
(2.39)

Proof. Consider first the case(z’) = 0. Suppose thaF’ € C!+119(0, T'). By
construction, the function

k=1

N t
o) = 3 ([ explonute = 1)) dr) ()
0

solves the initial-boundary value problem:
U,EN)(:n’,t) —vAvWM) (2 1) = fFN) (2! 1),
oM (2", t)|9s = 0, (2.40)
oM (2, 0) =0,

N
wheref(N) (2/ t) = ¢(N)(t) 3 Brur(x’). Thus (see for instance [32], [75]),
f=1

[ Wyt (o x (0.7 < ell fN; La(o x (0.T))] (2.41)
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and the constantis independent olV. Using Lemma 2.5, it is easy to show that
the sequence

U0y = {ae Zﬂkuk )}

converges in the norm dfz (o x (0, 7)) to ¢(¢). Since the problem (2.40) is linear,
the difference

VWM (g 1y = oWNFM) (o ) — o) (2 1)
is a solution to the analogous problem with the right-hand gide™") (' t) —
SN (a,t). By (2.41) we conclude that ™) (t) is a Cauchy sequencelifi, ' (o x
(0,7)), and so the limit
Jim o™ (1) = o(a’, 1) € Wy (o x (0,7)
exists, yielding a generalized solution to
v (2 t) — vAv(2',t) = q(t),
v(z',t)]os = 0, (2.42)
v(2’,0) = 0.

The right-hand sideg(t) € C'*9(0,T) of (2.42) depends only oh Thus,q(t) €
C2A+201+9 (5 % (0,T)), and

lg; C*+29%2(o % (0, 7)) < ellg; C+0(0, )]

Furthermoreg(t) satisfies the compatibility conditions
dl
0)=...=—q(0)=0.
Consequently (see [32], [75]),€ C2H2+201+140 (5 % (0,T)) and
||U; C2l+2+26,l+1+5(0_ % (O,T))H < ch; C2l+25,l+6(0_ « (O,T))H <

< dlg; C(0,T)| < cexpMT)||F; CHIH(0,T)).
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By construction, for allV the functionss¥) (2, t) satisfy the flux condition

/U(N)(x',t)dx =F(t), Vtelo,T],

[

which holds for the limit function:(2’, t) as well. Therefore(v(z',t),q(t)) is a
solution to the inverse problem (2.11) fofz’) = 0 and estimate (2.39) holds.
Consider now the case of an arbitrarf’) € C*+2+°(7). Look for a solution
of the problem (2.11) in the form of the sua(z’,t),q(t)) = (v1(2/,t),0) +
(va(2',t), q(t)), wherevy (2, t) is a solution to the initial-boundary value problem

v (2 t) — vAv (2, t) = 0,
vi(2',t)|os =0, (2.43)
vi(2',0) = a(a’).

Sincea(z’) satisfies the compatibility conditions of order 1 (see (2.38)), there
exists a unique solution (', t) to (2.43), satisfying the estimate

Jo; CHEBEL 5o (0,T))]| < ella; X)) (2.44)
For (va (2, t), q(t)) we obtain the inverse problem
vor (/1) — vAvg (2, t) = q(t),
va(2',t)]os = 0,

(e, 0) — (2.45)

[wa(x!)da' = F(t) — [ w1 (2, t)da’ : = F(t).

Using the second equalities in the compatibility conditions (2.38), we see that

am ~

Moreover,F(t) € C'*119(0, T) and

HFv Cl+1+6(O,T)|| < C(”F, Cl+1+§(O,T)H+H’L)1; C2l+2+26’l+1+5(0'><(0,T))H) <
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< c(|[F; CHIE0, T)| + [la; CHHHH()]).
Therefore, there exists a solution, (2, t), q(t)) € C?H2+H2014149 (55 (0, T)) x

C'9(0,T) to (2.45), satisfying the estimate

lvg; C2HEHEI (5 (0,T)) [ +]lg; CH0(0,T)|| < e(T)||F5 CHHH(0,T)| <

< c<T>(HF; G430, )| + [ c”+2+25<a>||).

Thus, (v(2/,t),q(t)), wherev(z') = v1(2/,t) + va(2/, t), is a solution to (2.11),
and estimate (2.39) holds.

Let us prove the uniqueness of the solution. TaKe) = 0 anda(z’) = 0.
Multiply (2.11) by v (2, t) and then integrating by parts inwe get:

1d
i [ e 0P s v [ [9u P s = g) [ o i =0

Integrate the last equality with respecttfo

t
1
Q/yu(x’,t)mx’w//\VU(x’,T)dem’dT:o.
o 0 o

Hence,v(2/,t) = 0, and from (2.11) we find thaf(¢t) = 0. The theorem is
proved.

Let us consider in the infinite cylinddl = {x € R",n = 2,3 : 2/ =
(x1,..,xn—1) € w,z, € R} the Navier-Stokes equations with time periodic con-
ditions, i. e. we consider the following problem:

u(z,t) — vAu(z,t) + (u(z,t) - Vu(z,t)) + Vp(z,t) = f(x, 1),

divu = 0,
(2.46)
u(z,0) =u(x,T),

u(z,0)|sn = a(z).

We look for a solution of problem (2.46) having a prescribed time periodic flux
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F(t) through the cross-sectien

/ un (@ t)da' = F(t), F(0) = F(T). (2.47)

g

We assume that the initial data has the ferm: (0, ..,0, a,,), wherea,, = a,, (')
does not depend om,. We also suppose that external forEeéhas the form
f = (0,..,0, f,(2', 1)), wheref,(z',t) is a time periodic function:f,,(z',0) =
(2, T).

The Poiseuille solution of problem (2.46), (2.47) has the form

U(z,t) = (0,..,0, Uy(2', 1)), P(x,t) = —q(t)zy. (2.48)

Substituting (2.4) into (2.1), we get fof2’, t) andq(t) the following problem
for the heat equation

Unt(x,a t) - VA/Un(xlvt) = Q(t) + fn(xlvt)a

Un(2',1)] 5, = 0,

Up(2',0) = Uy, (2, 27), (2.49)

Theorem 2.2. There exists the time periodic Poiseuille solutid@d(z), P(x,t)),
i. e. the exact solution of the time periodic Stokes (and Navier—Stokes) problem
(2.46), having the form (2.48) and satisfying the flux condition

/Un(x/, t)da' = F(t).

g

The pair of functiongU, (', t), ¢(t)) is the solution of problem (2.49). For
any periodicF'(t) the problem (2.49) admits a unique time periodic solution
(Un(a',1), q(t)) € (W5 (o x (0,27)) x La(0,27)). Moreover, there holds the
estimate

1Un; Wyt (o % (0,2m)) I + [lg; L2(0,2m)|* < e 5 W3 (0,2m)]%. (2.50)
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Theorem 2.2 is proved in [8], [19].
The results obtained in this chapter is presented in [Al].
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Time periodic Stokes problem

3.1 Formulation of the problem

In this chapter we study in the domdihwith cylindrical outlets to infinity
the linear time periodié¢ Stokes problem:

w(z,t) — vAu(z,t) + Vp(z,t) = f(z,1),
divu(z,t) =0,

u(z, t)] 5, =0, (3.1)
u(z,0) = u(z,27),

[ u(z,t) - n(z)ds = Fj(t), j=1...,J

9j

with prescribed fluxed; (¢) over cross—sections; of outlets to infinity. We as-
sume that the external for€éx, t) and the fluxed;(t) are time periodic functions
with the period®7:

f(x,O):f(x,Qw), Fj(O):Fj(27T), ]:1,,J

lwithout loss of generality we assume the period is equahto

37



38 3. TIME PERIODIC STOKES PROBLEM

Moreover, we suppose that there holds the necessary compatibility condition

ZFj(t) =0, vt € [0, 27].

We shall prove that problem (3.1) admits a unique solutienp) that tends
in each outlet to infinity to the time periodic Poiseuille flow corresponding to the
cylinderII; and the fluxF}(t).

3.2 Solvability of problem (3.1) with zero fluxes

First we consider if2 x (0, 27) the time periodic Stokes problem assuming
that all fluxesFj(t), j = 1, ..., J, are equal to zero, i. e., consider the problem

((u(z,t) — vAu(z,t) + Vp(z,t) = f(z,1),
divu(z,t) =0,
u(z,t)]aq =0,

(3.2)

u(z,0) = u(zx,27),

/u(w,t) ‘n(x)ds=0, j=1,..,J

93

Definiotion. By the weak solution of problem (3.2) we call time periodic func-
tionu € W, (Q x (0, 2)) satisfying the condition
divu(z,t) =0,
and the integral identity

2

2m
O/Q/ut(x’t)'"(xvt)dxd“ryo/!vu(%t)'Vn(x,t)da:dt
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2T
://f(a:,t)-n(x,t)dxdt, (3.3)
0 Q

for every divergence free time periodi¢z, t) € W, °(Q x (0, 27)).

Note that each divergence free vector-fieldk, ) equal to zero o2 and
suchVu(-,t) € Ly(Q2) has zero fluxes over all cross-sectionsi. e.

/u(ac,t) n(z)dS=0, j=1,..,J.

¥

First, let us construct an approximate solution to problem (3.2). The right—
hand sidef(z, t) is time periodic and(z, t) € L2(2 x (0,27)). Thereforef (z, t)
may be represented as the Fourier series

£(2,8) = D (Fon(@) sin(nt) + fon ) cos(nt)),

n=0

wherefy, (z), fon,(z) € L2(2), n=0,1,2,....
We look for an approximate solutiamy (x, t) of problem (3.2) in the form
N
uy(x,t) = Z (an(x) sin(nt) 4+ byp(x) cos(nt)), (3.4)
n=0

where the coefficientéa,,, b,) € W, () are found as divergence free solutions
to the system of the integral identities

—n/bn(x) -n(z)dx + V/Van(a:) -Vn(z)de = /fm(az) -n(z)dz,
Q

Q Q

n/an(z:) E(2)dz + Z//Vbn(:c) VE(2)d = /fcn(x) - £(2)dz,
Q Q Q
(3.5)

wheren(z) and £(x) are arbitrary divergence free functions i} (Q), i. e.,
(an(z), bp(z)),n = 0,1,2,..., are weak solutions of the following stationary
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“Stokes type” problems

—nby () — vAay(x) + Vg, (z) = £ (2),

nay, (z) — vAby () + Vpen(z) = fon (),

(3.6)
diva,(z) =0, divb,(x) =0,

=0.
o9

=0, by(z)

an(x) 00

The solution of problem (3.6) is unique. Indeed, figi(z) = f.,(z) = 0. Take
in (3.51) n(z) = ay(z) and in(3.52) &(x) = by(z). Summing the obtained
inequalities, we derive

V/|VafL(:c)|2dx+V/|Vbﬁ(ﬂ:)|2d:p:O
Q Q

and, hencea® (z) = bk(z) = 0. Moreover, it is straightforward to verify the
following a priori estimate

lan; W ()1 + [[bn; W ()]

< o(1fons La(Q)I2 + [ £ons La()12) ¥ = 0,1, . (3.7)

with the constant independent of.. Therefore, using standard for elliptic prob-
lems arguments(e. g. [6]), we conclude

Lemma 3.1. Letfo,(z), fs(x) € Lo(€2). Then problen(3.5) admits a unique
weak solution(a,, (z), b, (z)) € W3 (Q) satisfying the estimat.7).

Let us prove that the approximate solutiang(z, t) defined by (3.4) converge
to a weak solution of problem (3.2).

Theorem 3.1. Let f(z,t) € L2(Q2 x (0,27)) be time periodic 