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FAIR-VID

ABSTRACT PROPOSED AI-BASED ADMISSION WORKFLOW ISSUES TO BE SOLVED

« Topic/Context: The process of applying to international universities requires
submitting multiple documents and a video interview recording.

* The applicant's data is collected in diverse and multimodal formats: scanned
images, text documents (Word, PDF), and video recordings of interviews.

« Current Challenges:

* Processing this multimodal data — a time-consuming and human resource-
intensive process.

« Applicant selection decisions may be subjective and do not reveal the real
level of his/her preparation, as the process is often carried out by only
one person.

* Research Aim — to enhance the applicant assessment process and to
minimize the assessment bias by developing an Al-based assessment
system — FAIR-VID.

MAIN CONCEPTS

* Asynchronous Video Interview (AVI) - candidates respond to computer-
delivered interview questions, recorded via their device's camera without
any interaction with interviewers, and these responses are then uploaded
to a central platform for review by employers [4].
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Figure 1. The AVI assessment
using two-stage fusion
methodology, proposed in [4].

Note: Figure 1 presents the process of extracting verbal and nonverbal cues
from AVI recordings and then using these cues as input into separate models
to automatically assess job-relevant knowledge, skills, and abilities. The
Signals Evaluation Models implemented and their weighted values will vary
based on job-analyses performed by organizations.
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Figure 2. The Al-based admission workflow

* The FAIR-VID project addresses the challenge of ensuring data privacy and security while enabling Al-driven analysis of
sensitive admissions data. The mind map (Figure 3) organizes the main implementation paths for privacy-preserving Al,
each linked to specific technologies and frameworks that support secure, compliant, and effective workflows.
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Figure 3. The mind map of the main implementation paths for privacy-preserving Al
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1. Multimodal Al fusion of video interviews and documents shows strong
potential for automating university admissions while addressing scalability,
objectivity, and bias reduction.

. Audio, visual, and verbal features from AVIs demonstrate substantial predictive
validity (R? = 0.44) and personality traits explain significant interview variance
(R? = 0.32), with verbal features showing strongest explanatory power.

. Future research should validate findings in high-stakes contexts, integrate
objective performance criteria, address demographic bias and multilingual
support, and incorporate advanced techniques like contemporary LLMs to
enhance accuracy while maintaining ethical standards.



