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a GOAL a DATASET

« The aim of this research is develop a predicfive « 11 577 students
model for student achievement using machine e 12 schools We applied a universal
learning methods. . 67871 795 records nlwoclelh'wglj :E'Tra'regy to predict
« For this, multiple regression models and . 2017-2023 ) sfudenfs’ final grades across
ensemble methods were evaluated at various years different ~ semesfers  and
+time horizons. The dataset captures students’ grades and academic levels, identifying
attencdance across different semesters, classes, and CatBoost with Opfuna
subjects. It also includes informatfion on feachers’ hyperparameter funing as the
e METHODS professional characrle|r|.5ﬂc|s and qualifications, as most effective  method.
well as school-level attributes. Evaluation of all  models

cdemonstrated high accuracy
for current semester final
gracde predictions (MAPE
ranged from %3.42 fo
%5.83). The results show that
shorter prediction horizons
are associated with befter
performance. Moreover,
model frained on longer

e MODEL STRATEG'ES observation period (grades

9,10,11 - 12) do nof

A variety of machine learning models were ftested to predict student performance, including free-based
ensembles (Random Forest, Exira Trees, Gradient Boosting, XGBoost, CatBoost, LightGBM, AdaBoost, Bagging),
indiviclual Decision Trees, as well as regression and other classical methods (Linear Regression, Polynomial
Linear Regression, SVR, KNN). Hyperparameter funing was performed using Optuna, RandomSearch, and
GridSearch. Feafture importance was analyzed using PredictionValuesChange, LossFunctionChange, and SHAP
values. Model performance was evaluated using RMSE, MAE, MAPE, MSE, and R

. , , i . necessarily outperform
Five approaches were evaluated: Universal uses a single model for all dafa. By Semester, By Subject, and By model trained using only the
Gracle create separate models for each semester, subject, or grade level, respectively. Basic creates individual previous vear's data, likely
mocdlels for each grade-subject-semester combination. cdue fto the larger training

clataset available Tor this

g D g = model, which improve overall
Universal By Subject prediction accuracy.
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Single model By Semester Subject-specific
All data combined models
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Generalization Specialization Co-funded by
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To defermine the opfimal approach, predictions 1a0] 0297 v
were made 30 days before semester end. CatBoost 0263 o,5 0262 i ware asen  asmw

N ' ' ' C 1 0.25 4, o
consistently  oufperformed others across all 4 2
approaches. For non-Universal sfrafegies, resulfs — w®*] .
were averaged across individual models. Given  Zoss =
minimal performance differences and superior 010/ 2]

generalization, Universal was selected for further
development.
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e FORECASTING PERIOD SELECTION

We performed predictions for various ‘ : A R D
. c . . c Mean Absolute Error (MAE) Mean Absolute Percentage Error (MAPE)
scenarios of student performance:

« Curreni semester final grades (20, CENTRE
30, 40, 50, 60 days before end of the
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