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INTRODUCTION
"To be or nof to be" is a legendary question. We XGBoost model resulis

face a similar question when we have limited and 100.00%
harcl-to-access dafta. In fthis case, using
synthefically generated data, we do not know
whether the assumptions used in generating it 80.00%
are correct and similar in reality.
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This study uses three different synthefically

50.00%
generated, publicly available datasets of money
laundering cases. 11 atftributes were exfracted 40.00%
from each dataset for fraining and festing
Machine learning methods. Mahootika dataset is oone
referrecl To as the 1st clataset, AMLSIm as the 50.00%
2nd clataset and Paysim as the 3rc dataset.

10.00%
MONEY LAUNDERING DETECTION: 0.00%

Steps to defect money laundering in this 1st dataset fraining 2nd dataset training 3rd catasef fraining
research: W 1st dataset festing 2nd dataset testing W 3rd dataset testing

AUC

1) Creating additional atfributes;

2) Selecting affributes; _ . .
Methods were frainec using 70% of the datasets and tested on the remaining

3) Standardizing data: . ‘ ‘ . ‘ ‘
J ’ 30% of The same dartaset and 100% of other cdataserts.

4) Splitting fraining and festing subsefts;

6

/) Tesfing models;

Training machine learning methodls;

)
)
)

5) Balancing data;
; XGBoost moclel resulis
)

)

100.00%
8) Evaluating results;
. \ \ 0)
9) Merging datasets. 70.00%
80.00%
. . O,
- Linear Regression; /0.00%
- Random Forrest: 60.00%
- XGBoost: y
, , , S 50.00%
+ Support Vector Machine; <
- Isolation Forrest; 40.00%
Ensemble. .
EVALUATION METRICS: 20.00%
AUTHORS: - Accuracy; 10.00%
- Sensitivity;
0.00%
Paulius Savickas - Specifcity; Merged dataset training
pau||us.saV|c|<as@vc|u.IT S W 1st daftasef festing m 2nd clataset festing W 3rd dataset festing B Merged dataset testing
- AUC.
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clovile kuiziniene@vdu.It RESULTS:

ATter training the models on one dataset, The methods performed well when tested on The rest of the same sef, but when ftested on

other sefs, tThe modlels classifiec most of The values into one class, and the AUC score was ~50%. This showed that the datasets are

generated based on different assumptions and cannot be verified. When the datasets were merged, and the models were tested on

romas.krilavicius@vdu. It ofther datasets as well as the remaining test sample from the merged dataset, they performed more accurately. XgBoost correctly
icdentified 84.4% of all money laundering cases and 96.3% of legitimate payments.
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Importance of atiribuies

Imporiance Random Foresi Linear regression XGBoost
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