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In the context of the global information war, propaganda is disseminated massively and systematically through mass media, news portals and social networks to manipulate public mood and behavior. This is aimed at demoralizing, having

a psychological effect and indoctrinating. Social groups, caught in the bubbles of propagandistic information flows, become radicalized and polarized not only in terms of political but also social behavior, which leads to the loss of (i)

mutual agreement, (ii) trust in government institutions, (iii) the cohesion of civil society, (iv) the ability to resist external influences, and (v) the overall social capital of society. The objective of this study is to review the latest five-year deep

learning applications for automated propaganda detection. We apply PRISMA systemic review research method and corresponding meta-analysis. Obtained insights and observations serve to develop further a decision-support tool to

detect propaganda in news articles and social media. For that matter, we explore the best methods to detect propaganda signs, classify them according to types of propaganda and rank them in English and Lithuanian language. In the

presented research, we pay particular attention to the best deep learning models capable of fine-tuning the data to the specific language context.

Introduction

The sudden onset of the information age has led to a proliferation of controversial information in the media (social networks, mass media), while societies were not yet, and still are not yet, prepared for it, as they do not have the skills and

natural immunity to recognize and filter propaganda, thus creating the perfect environment for the spread of propaganda. The media and social networks are two of the main tools used to systematically manipulate, divide, or

psychologically influence society. In the context of information warfare, groups of society caught in the bubbles of propaganda information flows are radicalized and reduce the cohesion of society and, more generally, its social capital. In

this respect, an automated propaganda identification and classification tool based on AI could make it easier for media and social network users to identify and stop the spread of propaganda messages. A systematic review of the research

will identify the most effective deep learning approaches for automated propaganda detection. The results of this systematic review will be used to develop an AI-based automated propaganda detection tool.

Goals

The application of deep learning methods to propaganda detection will be explored under three themes: propaganda author detection, propaganda text detection, and the social impact

of propaganda. First, three research reviews will be made:

1. A systematic research review of deep learning methods for propaganda author detection. The goals of this review are to identify which deep learning methods are applied and

show the best results for propaganda identification from author characteristics, as well as what data is used for such models' training.

2. A systematic research review of deep learning methods for propaganda content detection. The goals of this review are to identify which deep learning methods are applied and

show the best results for propaganda identification from text, as well as what data is used for such models' training.

3. A systematic research review of deep learning methods for propaganda social impact analysis. The goals of this review are to identify which deep learning methods are applied

and show the best results for propaganda social impact analysis, as well as what data is used for such models' training.

These three reviews will be merged into one, focusing on the application of deep learning techniques to propaganda detection by using different data.

Systematic Review Research process

For a systematic research review of propaganda detection using author characteristics, deep learning approaches that use data on author characteristics will

be analyzed. It is expected to find such deep learning approaches that can learn the differences between the characteristics of users who spread propaganda

and those who post information.

For a systematic research review of propaganda detection using textual data, deep learning approaches that use textual data will be analyzed. It is expected to

find what deep learning methods can learn the differences between propagandic and non-propagandic text content.

For a systematic research review of social impact identification using deep learning methods, it will be analyzed deep learning approaches that identifies

target audience and modeling interactions between the propaganda spread methods and society's reactions. It will be determined how deep learning methods

can learn to predict interactions between propaganda spread methods and social impact.

Results

It is expected that after this systematic research review, we will identify:

• deep learning approaches, which show the best results in propaganda detection tasks by using different data sources;

• data sources, which can be used to train deep learning methods for propaganda detection.

The results of this research will be applied to our artificial intelligence-based automatic propaganda detection tool, which we are planning to apply for

Lithuanian language.
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Figure 2. General DL-based architecture for fake news detection [4].

Related work

According to [3], hybrid DL models can better capture the syntactic representation of text, extract multiple feature maps, and improve text classification results. A systematic review

of deep learning methods for fake news detection [4] revealed that various neural network (RNN, LSTM, GRU, GNN, GAN, BERT) methods are already used for such

tasks. According to [4], most deep learning approaches use similar architectures, where NLP techniques are used for data preprocessing and neural network models for fake news

detection, more details in figure 2. Yi-Ju Lu, Cheng-Te Li combined three different approaches: user-based, content-based, structure – based into one GCAN (Graph – aware Co –

Attention network) model (more details in figure 3) and outperformed state – of –the - art methods by 16% in accuracy on average. T. Zhang, D. Wang, H. Chen, Z. Zeng, W. Guo,

C. Miao, and L. Cui [2] presented a BERT-based (BDANN) domain - adaption neural network for multimodal false news, pre – trained BERT (figure 4) model was used to extract

text features and pre-trained VGG-19 model was used to extract image features, more details in figure 5. There are numerous [1], [2], [6], [7], [8], [9], and [10] hybrid deep learning

approaches to detect fake news, with the majority of them developed in the last three years, indicating that interest in such research is growing.

Figure 1. Systematic Review Research framework

Figure 4. BERT model [5].Figure 3. GCAN model [1].

Figure 5 BDANN model [2].

PRISMA methodology

We apply PRISMA systemic review research method and corresponding meta-analysis. According to [11], The Preferred Reporting Items for Systematic reviews and Meta – Analyses (PRISMA) statement was developed to

facilitate transparent and complete reporting of systematic reviews and has been updated (to PRISMA 2020) to reflect recent advances in systematic review methodology and terminology, we will use the latest PRISMA 2020

version, more details in flow diagram (figure 6). The PRISMA 2020 statement includes a checklist of 27 items to guide reporting of systematic reviews. In our systematic review, the meta-analysis will consist of eight main criteria:

creator analysis, type of new analysis, new content analysis, NLP models analysis, DL methods analysis, learning strategies, social context analysis, target audience analysis, more details are provided in figure 7.

Figure 6 PRISMA 2020 flow diagram for new systematic reviews which included searches of 

databases, registers and other source [11].

Figure 7 Systematic Review Research meta-analysis criteria

Figure 8. Systematic Review Research process
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