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Introduction 

The procedure for mapping data from a high-dimensional space to a lower- 

dimensional space is multidimensional scaling (MDS). Although MDS 

demonstrates great versatility, it is computationally expensive, especially 

when the data set is not fixed and its size is constantly growing. Traditional 

MDS approaches are limited when analysing very large datasets, as they 

require long computation times and large amounts of memory.  

A way to minimize MDS stress has been developed using the ideas of 

Geometric MDS [1–4], where all points in a low-dimensional space change 

their coordinates simultaneously and independently during a single iteration 

of stress minimization.  

We examine how the computational time expenses for data dimensionality 

reduction and multidimensional data visualization varies depending on the 

number of used CPU threads.  
Table 1: The average dependency of the computation time of new coordinates (not including the 

complete visualisation process) on the size of the data, when using different numbers of CPU threads 

for parallel processing, n= 8.  

Figure 3. Average dependence of the 

computation time of new coordinates 

(not taking into account the complete 

visualisation process) on the size of the 

data, using different numbers of CPU 

threads for parallel processing, n = 8  
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Figure 1. Example of dimensionality 

reduction results obtained using MDS: daily 

cumulative relative COVID-19 data [5] for 

selected countries, n = 106  
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A way to minimize MDS stress has been developed using the ideas of 

Geometric MDS, where all points in a low-dimensional space change their 

coordinates simultaneously and independently during a single iteration of 

stress minimization. 

Geometric MDS allows to implement parallel computing using multithreaded 

multicore processors, as a result of which the coordinate calculation time in 

low-dimensional space can be reduced on average by 2.5 times. This allows 

to conclude that the proposed algorithm can be used to reduce the 

dimensionality of large-scale data more efficient and faster than the classical 

MDS method. 

Parallel Implementation of Geometric MDS 

Results 

The California Housing dataset: 20,640 observations on 9 variables (8 

numeric, predictive attributes, the target). For preliminarily experiments, 

only part of the data was used, i.e. data sizes of 500, 1000, 1500, 2000, 2500 

and 3000 observations were analysed during the experiments. 

Figure 2. An example of a single iteration of 

the Geometric MDS method. 

X={Xi=(xi1,…,xin), i=1,…,m}, XiR
n, n≥3 — multidimensional data set. 

Dimensionality reduction means finding the set of coordinates of points 

Yi= (yi1,...,yid), i=1,...,m, in a lower-dimensional space (d<n), where the 

particular point Xi  is represented by YiR
d, d≤3.  


