Actual Error Rates in Classification of the T-Distributed Random Field Observation Based on Plug-in Linear Discriminant Function
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Abstract. In current paper a problem of classification of T-distributed random field observation into one of two populations specified by common scaling function is considered. The ML and LS estimators of the mean parameters are plugged into the linear discriminant function. The closed form expressions for the Bayes error rate and the actual error rate associated with the aforementioned discriminant functions are derived. This is the extension of one for the Gaussian case. The actual error rates are used to evaluate and compare the performance of the plug-in discriminant function by means of Monte Carlo study.
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1. Introduction

Discriminant analysis (DA) (sometimes called supervised classification) traditionally assumes that observations to be classified are normally distributed, independent and, most often, identically distributed. Due to their mathematical tractability, Gaussian models have received the majority of the attention within the statistical modeling literature. However, according to numerous authors, not all data behave as a realization of a Gaussian distribution (see Roislien and Omre, 2011; Batsidis and Zografos, 2011). A well-known insufficiency of the normal distributions are their light tails. To tackle insufficiencies of the normal distributions, there has been an intense research in the use of non-normal distributions and there are several other parametric classes of multivariate distributions to choose from. The class of elliptically (spherically) contoured distributions is a particularly appealing family of multivariate symmetric distributions with simple density functions and possesses properties that provide a useful competitor of the multivariate normal model.

*Corresponding author.
This family of multivariate distributions, includes as the particular cases, the multivariate normal, multivariate T distribution, Pearson type II and VII, multivariate symmetric Kotz type distribution, scale mixtures of normal, etc. The multivariate T-distribution are suitable models to formulate and describe the random phenomenon involving high probability in the tails. To this respect T-distribution is a particularly useful model in, for instance, economics and actuarial sciences and many other disciplines (Sutradhar and Ali, 1986). Another motivation for considering of the multivariate T-distribution is its widely recognized capability to handle outliers more readily than multivariate Gaussian distribution. In observing spatial phenomena it is sometimes found that the T-distributed random field model is particularly useful whenever multiple, sparsely sampled realizations of the random field are available. The known estimation, discrimination and simulation methods for independent observations from multivariate T-distributions are reviewed by Nadarajah and Kotz (2008). Andrews et al. (2011) proposed classification technique of independent (or uncorrelated) observations based on mixtures of multivariate T-distributions. However, in practical situations with spatially distributed data the observations often are not independent. Data that are close together in space are likely to be correlated. Thus, is very important to include spatial dependencies in the prediction and classification problem. Kim and Mallick (2003) considered spatial prediction problems using the elliptical distribution. Batsidis and Zografos (2011) derived the asymptotic approximation of the distribution function for the probabilities of misclassification of elliptic random field observations. However their approach leads to the expression containing implicit function and they did not explore approximations and estimators of the expected error rate. We extend their work by considering empirical estimator of the expected error rate (ERR).

The current paper is concerned with Bayes rule (BR) that is an optimal classification rule in the sense of minimum overall misclassification probability in the case of completely specified populations. However, the complete statistical certainty of populations is usually not possible. Training sample is required for the estimation of the probabilistic characteristics of both populations. These estimators are plugged into the BR.

Many authors have investigated the performance of the plug-in version of the BR when the parameters are estimated from the training samples with independent observations, or training samples where observations are temporally dependent (see Okamoto, 1963; Lawoko and McLachlan, 1985; Shutoh, 2012). McLachlan (2004) have given a good review of the work done in this field. Switzer (1980) was the first to treat classification of spatial data, a work that was extended by Mardia (1984). However, neither of these authors analyzed the error rate of classification. Šaltytė and Dučinskas (2002) derived an asymptotic expansion of the expected error rate when classifying the observation of the univariate Gaussian random field into one of two classes with different regression mean models and common variance. This result was extended to multivariate spatial-temporal regression model in Šaltytė-Benth and Dučinskas (2005).

The first extensions to the case when spatial correlations between Gaussian observations to be classified and observations in training sample are not assumed equal to zero is done in Dučinskas (2009) and Dučinskas and Stabingienė (2011). Dučinskas et al. (2015) also proposed a classification procedure for spatially correlated Gaussian observations for a case of more than two classes.
In the current paper a problem of classification of T-distributed random field observations into one of two populations specified by different parametric linear mean models and common known stationary dependence function is considered. The formula for Bayes error rate is derived. The maximum likelihood (ML) and ordinary least squares (OLS) estimators of the mean parameters obtained from training sample are plugged in the Bayes discriminant function corresponding to the BR. The closed form expressions of the actual error rates associated with the aforementioned plug-in linear discriminant functions are derived. These expressions are used in constructing the empirical estimator of the expected error rate by means of Monte Carlo simulations. This estimator is used for the evaluation and comparison of performances of the proposed classification procedures. This is the extension of the results previously obtained for the Gaussian case.

The outline of paper is as follows. In Section 2 the main concepts concerning multivariate T-distribution and T-distributed random field are presented. The exact formulas for the Bayes error rate and actual error rate are derived in Section 3. MC study of obtained analytical results and conclusions are presented in Section 4. Bulk density of the log observations from the wells in Gullfaks field in the North are modeled by a T-random field (see Roislien and Omre, 2011). These observations need to be classified to the different layer sections. This is an example of the real situation where obtained theoretical results could be effectively applied.

2. The Main Concepts and Definitions

The main objective of this paper is to classify the observations of T-distributed random field (TRF), that is a random field defined by the multivariate T-distribution.

DEFINITION 1. A random vector \( Z \in \mathbb{R}^n \) is multivariate T-distributed, denoted by \( Z \sim T_n(\mu, \Omega, m) \), with a mean vector \( \mu \in \mathbb{R}^n \), a positive definite \( n \times n \) scaling matrix \( \Omega \) and degrees of freedom \( m > 0 \) if its probability density function is
\[
f(z) = \Gamma((m+n)/2)|\Omega|^{-1/2}[1 + (z - \mu)'\Omega^{-1}(z - \mu)/m]^{-(m+n)/2}/((\Gamma(m/2)(m\pi)^{n/2})
\]
where \( \Gamma(\bullet) \) is the gamma function.

This definition specifies a spherical-symmetric pdf centered at \( \mu \) with \( \Omega \) controlling scale and multivariate dependence, while \( m \) controls the tail behavior (Mardia et al., 1979).

The moments of the multivariate T-distributed random vector are summarized below:
\[
E(Z) = \mu, \ m \geq 2; \ \text{cov}(Z) = \Sigma = m\Omega/(m-2), \ m \geq 3; \ \text{while for} \ m \ \text{less than the specified values the moments are infinite. Next we define random field associated to the multivariate T-distribution (cf. Roislien and Omre, 2011).

DEFINITION 2. A random field \( \{Z(s) : s \in D \subset \mathbb{R}^p\} \) is termed a T-distributed random field (TRF) if \( Z = [Z(s_1), \ldots, Z(s_n)]' \sim T_n(\mu, \Omega, m) \) for all \( n \in \mathbb{N}_+ \) and all configurations \( (s_1, \ldots, s_n) \in D^n \).
Suppose that the model of observation $Z(s)$ in the population $\Pi_l$ is

$$Z(s) = x'(s)\beta_l + \varepsilon(s),$$

(1)

where $x(s)$ is a $q \times 1$ vector of non random regressors and $\beta_l$ is a $q \times 1$ vector of parameters, $l = 1, 2$. The error term is generated by zero-mean stationary TRF $\{\varepsilon(s): s \in D\}$ with covariance function defined by model for all $s, u \in D$

$$\text{cov}\{\varepsilon(s), \varepsilon(u)\} = r(s-u)\sigma^2 = m\omega(s-u)/(m-2),$$

(2)

where $r(s-u)$ is a spatial correlation function, $\sigma^2$ is a variance, $\omega(s-u)$ is a scaling function, and $m \in R_+$ is degrees of freedom. So $\Omega$ is the $n \times n$ matrix with $(i, j)$, element specified by $\omega(s_i - s_j), i, j = 1, \ldots, n$.

Denote by $S_n = \{s_i \in D: i = 1, \ldots, n\}$ the set of locations (STL) where training sample $Z' = [Z(s_1), \ldots, Z(s_n)]$ is taken. It specifies the spatial sampling design or spatial framework for training sample (Shekhar et al., 2002).

Assume that each training sample realization $Z = z$ and $S_n$ are arranged in the following way. The first $n_1$ components are the observations of $Z(s)$ from $\Pi_1$ and remaining $n_2 = n - n_1$ components are the observations of $Z(s)$ from $\Pi_2$. So $S_n$ is partitioned into a union of two disjoint subsets, i.e. $S_n = S^{(1)} \cup S^{(2)}$, where $S^{(i)}$ is the subset of $S_n$ that contains $n_i$ locations of the feature observations from $\Pi_i$, $j = 1, 2$. We shall assume that the deterministic spatial sampling design and all analyses are carried out conditional on the given STL.

Joint training sample $Z$ is specified by $Z' = (Z'_1, Z'_2)$, where training sample $Z_l$ is the $n_1 \times 1$ vector of $n_1$ observations of $Z(s)$ from $\Pi_l$, $l = 1, 2$. Then $Z$ is the $n \times 1$ vector specified by the model

$$Z = X\beta + E,$$

(3)

where $X$ is the $n \times 2q$ design matrix, $\beta' = (\beta'_1, \beta'_2)$ and $E$ is the $n \times 1$ vector of the random errors that has the multivariate T-distribution $\mathcal{T}_n(0, \Omega, m)$.

The design matrix $X$ in Eq. (3) is specified by $X = X_1 \oplus X_2$ where the symbol $\oplus$ denotes the direct sum of matrices and $X_l$ is the $n_1 \times q$ matrix of regressors for $Z_l, l = 1, 2$.

Consider the problem of classification of the single observation of TRF at the location $s_0$ denoted by $Z_0$ into one of two populations specified above with the given training sample $Z$.

Denote by $r_0$ the vector of spatial correlations between $Z_0$ and $Z$ and let $R = \Sigma/\sigma_2 = m\Omega/(\sigma_2(m-2))$ denote a matrix of spatial correlation of $Z$. The conditional distribution of $Z_0$ given $Z = z$ in population $\Pi_l$ is $\mathcal{T}_l(\mu_l, \omega_0, m + n)$ (see Roislien and Omre, 2011) with the mean function which is linear in the training sample observations:

$$\mu^0_l = E(Z_0|Z = z; \Pi_l) = x'_0\beta_l + \omega'(z - X\beta), \quad l = 1, 2$$

(4)

and the scaling parameter

$$\omega_0 = (m + n - 2)\text{Var}(Z_0|Z = z; \Pi_l)/(m + n) = \sigma^2 \rho_0 \xi(z)(m - 2)/m.$$
where \( \alpha = R^{-1}r_0, \rho_0 = 1 - r_0^2 \alpha \) and
\[
\xi(Z) = \left[ 1 + (z - X\beta)\Omega^{-1}(z - X\beta)/m \right]/(1 + n/m).
\]

3. Error Rates of Classification

Under the assumption that the populations are completely specified and for the known prior probabilities of the populations \( \pi_1 \) and \( \pi_2 \) (\( \pi_1 + \pi_2 = 1 \)), the BR is based on the log ratio of the conditional densities described above.

Set \( \mu_0^l = x_0^l\beta, l = 1, 2 \) and assume \( \pi_1 = 0, 5 \) under insignificant loss of generality.

Then the BR is associated with the linear discriminant function (LDF)
\[
L_z(Z_0) = \left( Z_0 - \frac{1}{2}(\mu_1^0 + \mu_2^0) - \alpha'(z - X\beta) \right)(\mu_1^0 - \mu_2^0).
\]

Put \( S_n(\bullet) \) and \( \delta_n(\bullet) \) as cdf and pdf of \( T_1(0, 1, n) \) and let \( \Delta \mu^0 = \mu_1^0 - \mu_2^0 > 0 \) and \( \Delta_0 = \Delta \mu^0/(\sigma \sqrt{\rho_0}) \).

Lemma 1. The probability of misclassification based on LDF is
\[
P_B(z) = S_{n+m}\left( -(\Delta_0/2)\sqrt{m/((m-2)\xi(z))} \right).
\]

Proof. The probability of misclassification for \( L_z(Z_0) \) is defined as
\[
P_B(z) = \sum_{l=1}^{2} \pi_l P_{0l},
\]
where, for \( l = 1, 2, P_{0l} = P_{0l}((-1)^l L_z(Z_0) > 0 \mid \Omega_1) \) is the conditional probability that \( L_z(Z_0) \) specified in Eq. (5) misclassifies \( Z_0 \), when it comes from \( \Omega_l \).

It is obvious that \( (L_z(Z_0) \mid \Omega_l) \sim T_1(E_l, \omega_L, m + n) \), where
\[
E_l = E(L_z(Z_0) \mid \Omega_l) = (-1)^{l+1}(\Delta \mu^0)^2/2,
\]
\[
\omega_L = (m + n - 2)\text{Var}(L_z(Z_0) \mid \Omega_l)/(m + n) = \sigma_2(\Delta \mu^0)^2 \xi(z)\rho_0(m - 2)/m.
\]

From the properties of the multivariate T-distribution it follows that
\[
(L_z(Z_0) - E_l)/\sqrt{\omega_L} \sim T_1(0, 1, m + n)
\]

in population \( \Omega_l \), \( l = 1, 2 \). Therefore we easily complete the proof of lemma. \( \square \)

Derived probability of misclassification is usually called the Bayes error rate.

In practical applications not all statistical parameters of populations are known. Then the estimators of unknown parameters can be found from the joint training sample. When the estimators of unknown parameters are plugged into the LDF specified in Eq. (6), the plug-in LDF (PLDF) is obtained. In this paper we assume that the true values of the parameters \( \beta \) are unknown. Let \( \hat{\beta} \) be an estimator of \( \beta \) based on \( Z \).
Then the PLDF is obtained from the LDF by replacing $\beta$ with $\hat{\beta}$ in Eq. (5)

$$L_z(Z_0; \hat{\beta}) = \left( Z_0 - a'(z - X\hat{\beta}) - \frac{1}{2}x_0'HH\hat{\beta} \right)(x_0'G\hat{\beta}),$$

(7)

with $H = (I_q, I_q)$ and $G = (I_q, -I_q)$, where $I_q$ denotes the identity matrix of order $q$. Performance of the plug-in discriminant functions is usually evaluated by an actual error rate (AER) (Le Roux et al., 1997).

Put $b = a'X - x_0'H/2$, $a_l = x_0'\beta_l - a'X\beta$, $l = 1, 2$.

**Lemma 2.** The actual error rate for PLDF specified in Eq. (7) is

$$P_z(\hat{\beta}) = \sum_{l=1}^2 S_{m+n}(\hat{\theta}_l)/2,$$

(8)

where $\hat{\theta}_l = (-1)^l \left( (a_l + b\hat{\beta})x_0'G\hat{\beta} \right)/\sqrt{(m+n)/(m+n-2)}$.

**Proof.** AER for PLDF $L_z(Z_0; \hat{\beta})$ is defined as $P_z(\hat{\beta}) = \sum_{l=1}^2 \pi_l \hat{P}_l$, where, for $l = 1, 2$,

$$\hat{P}_l = Pr((-1)^lL_z(Z_0; \hat{\beta}) > 0 | \Pi_l)$$

is the conditional probability that $L_z(Z_0; \hat{\beta})$ misclassifies $Z_0$ when it comes from $\Omega_l$ (conditional probability is based on conditional distribution of $Z_0$ with mean $\mu_{l,1}^0$, Eq. (4) and variance $\sigma_{l,0}^2$).

It is obvious that $(L_z(Z_0; \hat{\beta}|\Pi_l)) \sim T_l(\hat{\theta}_l, \hat{\omega}_l, m+n)$, where

$$\hat{\theta}_l = E(L_z(Z_0; \hat{\beta}|\Pi_l) = (a_l + b\hat{\beta})(\Delta \mu^0),$$

$$\hat{\omega}_l = (m+n-2)Var(L_z(Z_0; \hat{\beta}|\Pi_l))/(m+n) = \sigma^2(\Delta \mu^0)^2 \xi(z)\rho_0(m-2)/m.$$

From the properties of the multivariate T-distribution it follows that

$$(L_z(Z_0; \hat{\beta}) - \hat{\theta}_l)/\sqrt{\hat{\omega}_l} \sim T_l(0, 1, m+n)$$

in the population $\Pi_l$, $l = 1, 2$. Therefore we easily complete the proof of lemma. \hfill \Box

**Definition 3.** The expected error rate is obtained by averaging the actual error rate with respect to the distribution of the training sample and is defined as $EER = E_z(P_z(\hat{\beta}))$.

The actual error rate is useful in providing a guide to the performance of the plug-in classification rule when it is actually formed from training sample. It depends on observed values of training observations as well as their locations. The EER is the performance measure of PLDF before a training sample is observed and it depends on the set of training locations and the location of the observation to be classified $s_0$. It plays a similar role as the mean squared prediction error (MSPE) plays in the evaluating the performance of the plug-in kriging predictor (Diggle et al., 2002). MSPE and its estimators are used for the spatial sampling design criterion for prediction (Zhu and Zhang, 2006; Zimmerman,
2006). These facts strengthen the motivation for the deriving of the estimators of the EER associated with the PLDF.

In this paper we propose the empirical estimator of the EER obtained by the rule based on the proposed PLDF. Maximum likelihood (ML) and ordinary least squares (LS) estimators of $\beta$ are denoted by $\hat{\beta}^{ML}$ and $\hat{\beta}^{LS}$ respectively. Properties of ML estimators for parameters of stationary GRF are explored by numerous authors (see e.g. Mardia and Marshall, 1984; Sakalauskas, 2013). The following steps are performed to construct this empirical estimator of EER:

1. Simulate $M$ training sample $Z$ realizations according to the model specified in Eqs. (1)–(3).
2. For each simulated realization of $Z = z(l), l = 1, M$ compute the appropriate estimates of parameter $\beta$ and denote them by $\hat{\beta}^{\kappa}(l)$, where $\kappa$ denotes the abbreviation of the estimator type, i.e. it takes the values ML or LS.
3. By using the derived formula for AER equation (8) compute the empirical estimator of the EER

$$\hat{E}R_\kappa = \frac{1}{M} \sum_{l=1}^{M} P(Z|\hat{\beta}^{\kappa}(l))/M. \quad (9)$$

Denote by $\hat{E}R_{ML}$ and $\hat{E}R_{LS}$ the empirical estimators of the EER given in Eq. (9) with the implemented ML and LS parameter estimators, respectively.

Set $\tilde{F}_B = \sum_{l=1}^{M} P_B(z(l))/M$.

In the paper we consider the maximum likelihood and the ordinary least squares estimators and denote them by $\hat{\beta}^{ML}$ and $\hat{\beta}^{LS}$, respectively.

It is easy to show (see Sutradhar and Ali, 1986), that the ML estimator of $\beta$ from the training sample $Z$ is given by $\hat{\beta}^{ML} = (X' R_{ML}^{-1} X)^{-1} X' Z$.

From the properties of the multivariate T-distribution it follows that

$$\hat{\beta}^{ML} \sim T_2(\beta, \sigma^2 R_{ML}(m - 2)/m, m)$$

and

$$\hat{\beta}^{LS} = (X' Z)^{-1} X' Z \sim T_2(\beta, \sigma^2 R_{LS}(m - 2)/m, m).$$

where $R_{ML} = (X' R_{ML}^{-1} X)^{-1}$ and $R_{LS} = (X' X)^{-1} X' RX(X' X)^{-1}$.

4. Example and Discussions

To investigate the influence of the parameter estimation methods to the proposed empirical estimators of the EER in the finite (even small) training sample case a numerical example is considered.
In this example, the observations are assumed to arise from the stationary TRF with a constant mean in each population and a covariance function given by \( C(h) = \sigma^2 r(h) \), where \( \sigma^2 \) is a known variance (sill) and \( r(h) \) is the spatial correlation function specified by \( r(h) = \exp\{-h/\varphi\} \) is considered. Here \( h \) is the distance between the locations, and \( \varphi \) denotes the range parameter (see Cressie, 1993).

Assume that \( D \) is a regular two-dimensional lattice with unit spacing. Consider the case \( s_0 = (1, 1) \) and two fixed STL for \( S_8 \) and \( S_{24} \) respectively specified by

\[
S_8^{(1)} = \{(0, 0), (0, 1), (0, 2), (1, 2)\} \quad S_8^{(2)} = \{(2, 2), (2, 1), (2, 0), (1, 0)\}
\]

and

\[
S_{24}^{(1)} = \{(0, 0), (0, 1), (0, 2), (1, 2), (1, -1), (0, -1), (-1, -1), (-1, 0),
-1, 1), (-1, 2), (-1, 3), (0, 3)\},
S_{24}^{(2)} = \{(2, 2), (2, 1), (2, 0), (1, 0), (1, 3), (2, 3), (3, 3), (3, 2),
(3, 1), (3, 0), (3, -1), (2, -1)\}
\]

STL distributions are shown in Fig. 1.

The values of empirical estimators of EER calculated by Eq. (9) with \( M = 1000 \) for \( S_8 \) and \( S_{24} \) for various \( \Delta \) and \( \varphi \) are presented in Table 1.

Analyzing the figures in Table 1 we see that both estimators of the EER monotonically decreases when \( \Delta \) and \( \varphi \) decreases. For all cases \( \hat{E}R_{LS} \geq \hat{E}R_{ML} \) for \( S_8 \) and \( S_{24} \). For all cases both \( \hat{E}R_{LS} \) and \( \hat{E}R_{ML} \) are larger than \( \overline{T_B} \).

So from Table 1 we can conclude that the ML case have an advantage against the LS case by the sense of minimal value of the empirical estimator of the EER. The visual comparison of these two cases of parameter estimators is also done by plotting the values of index \( \eta = \overline{\hat{E}R_{ML}}/\overline{\hat{E}R_{LS}} \). The dependence of values of this index on the parameter \( \varphi \) is shown for \( \Delta = 0.5; 1.5 \) (Fig. 2).
It is easy to see (Fig. 2) that $\eta \leq 1$ and the values of this index decreases when $\psi$ increases. The same situation is valid for all levels of the population separation specified by the values of $\Delta$.

5. Conclusions

In this paper, the closed form expression for the Bayes error rate equation (6) and the actual error rate equation (8) in classification of TRF observation based on the linear discriminant function and the plug-in linear discriminant function are derived. Based on these formulas, the comparison of the two PLDF based ML and LS estimators of the mean parameters is done by the simulated values of the empirical estimators of the EER. The simulation experiment shows that the advantage of the PLDF based on the ML estimator against the one based on the LS estimator. This advantage is greater for the cases with stronger spatial dependence between observations (i.e. larger values of $\psi$). This conclusion is valid
to different levels of separation between populations. Hence the results of this paper give us strong arguments to conclude that often untractable ML estimators of spatial mean parameters should be used in highly correlated spatial data modeled by TRF, and these estimators could be replaced by the simpler LS estimators for weakly correlated spatial data without significant loss of the PLDF performance.
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